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Preface

This book contains a compilation of 83 papers presented in the 6th International
Congress on Design and Modeling of Mechanical System (CMSM’2015) held in
Hammamet, Tunisia, from the 23rd to the 25th of March 2015. Since its first edi-
tion in 2005, the CMSM Congress has been held every two years to bring to-
gether specialists from universities and industrial companies to present state of
the art researches, discuss recent findings and exchange research experiences in
the field of Design and Modeling of Mechanical Systems. In each edition, the
CMSM congress bring together about 300 participants who participate actively in
the congress plenary sessions and in the sessions devoted to specialized topics. The
CMSM Congress is organized by three Tunisian research laboratories: the Mechani-
cal Engineering Laboratory (LGM) of the National Engineering School of Monastir,
The Mechanical Laboratory of Sousse (LMS) of the National Engineering School of
Sousse and the Mechanical, Modeling and Manufacturing Laboratory (LA2MP) of
the National Engineering School of Sfax. The papers included in this book present
recent research findings in the field of design and modeling of mechanical systems.
The papers have been classified into the five following parts:

1. Design and manufacturing of mechanical systems
2. Modeling and analysis of structures and materials
3. Robotics and mechatronics
4. Dynamics and vibration of mechanical systems
5. Fluid structure interaction.

All the papers included in this book have undergone a rigorous reviewing. The
contributions of the organizing committee, the scientific committee and the referees
are greatly appreciated. The editors would also like to express their sincere thanks to
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VI Preface

all authors who have submitted their most recent research work and considered the
comments of the reviewers during the preparation of their revised papers. Special
thanks are also due to the editing team of Springer publication for supporting this
project.

March 2015 Mnaouar Chouchane
Hammamet, Tunisia Tahar Fakhfakh

Hachmi Ben Daly
Nizar Aifaoui
Fakher Chaari
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Abstract. Manufacturing companies are more and more required to implement 
intelligent infrastructures to handle the dynamic nature of demands and make 
quick decisions. Very limited research has been reported on holonic control in a 
flow-line type manufacturing systems such as welding cells. 

In this paper we present a conceptual design of an intelligent welding cell using 
SysML (Systems Modeling Language). The holonic paradigm has been adopted to 
check the different configurations desired by the customers, which allows users to 
pre-define and pre-design the different configurations of the welding cell. The top-
down modeling method based on SysML and the holonic control paradigm allows 
designers to define the different requirements of the manufacturing system and 
generate the appropriate dynamic configurations without complicating the design 
process. The approach has been applied to the case of a welding cell of the 
remedial parts of scaffolding systems. The objective in this case is to adapt the 
manufacturing system to the client needs for using either cylindrical or oval cross 
sectional traverse parts, and therefore to respond to the manufacturing company 
needs in terms of flexibility and productivity. 

Keywords: Reconfigurable manufacturing systems, Holonic paradigm, SysML, 
Welding cell. 

1 Introduction 

Manufacturing systems need to handle the dynamic nature of demands. For this 
purpose companies must implement an intelligent infrastructure to make quick 
decisions in order to adapt in real time to internal and external variability 
production. As a result, companies require assuring a product with high quality at 
lower costs and with short life cycles.  

In this paper, we aim to provide a holonic paradigm for controlling and 
designing of a welding cell and to adapt the production with the client trends in 
which System Modeling Language (SysML), is adopted as a means to integrate 
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and organize the hierarchy of models necessary to describe all the aspects of the 
system and describe the requirements of the client. 

There are many publications on designing manufacturing systems but only few 
concentrate on adopting the design phase with the client trends. In one of the first 
papers on the subject (Dazhong Wu et al. 2011) proposed to support variety 
management decisions, by implementing the SysML-based information models as 
a variety coding information system in a case study of switchgear wich enclosure 
production reconfiguration system .A second paper proposes an approach to verify 
complex systems using SysML as a language which describes the system structure 
and requirements. Authors demonstrate this methodology be using a factory 
automation system (Marcos V. Linhares et al. 2007). 

We will show how it is possible to exploit SysML for establishing clear 
relationships among different configurations, consequently, for obtaining a 
comprehensive and coherent representation of a manufacturing system. In order to 
show the effectiveness of the holonic approach proposed in the paper. 

This paper is structured as follows. Section 2 presents The case-study of a 
welding cell. Then, a SysML model for production reconfiguration is proposed in 
section 3. A holonic paradigm is detailed in section 4. Finally, section 5 presents 
our conclusion. 

2 Case-Study of a Welding Cell 

2.1 Definition of Shoring Tower 

The shoring tower system as represented the (figure. 1) has been developed to 
meet the requirements of the modern construction industry in terms of speed, 
safety and profitability. 

 

Fig. 1 Shoring tower-configuration 
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The remedial article is a part in the shoring tower, in our case the welding cell 
should produces this article with integrating the re-configuration and the flexibility 
while introducing a controlling concept to validate the different configurations.  

2.2 The Remedial Article 

The final product shown in (Figure 2) of the welding cell is the remedial article. 
Two configurations of the remedial articles are considered, with traverse (3) either 
with cylindrical cross section or with oval cross section, depending on the 
customer needs. For this reason the welding cell process should be adapted with 
these two configurations. 

Table 1 Shows the characteristics of both configurations 

Reference Form Diameter Thickness Length 

1 Cylindrical 40mm 2mm 135mm 

2 Cylindrical 48.3mm 2.5mm 125mm 

3 
Cylindrical 33.7mm 

2mm 1452mm 
Oval 30mm 

 

Fig. 2 3-D layout of the remedial article 

(Figure. 2) shows the 3-D geometry and the three parts to be welded to make 
the remedial article. The welding machine should therefore weld these three 
components which have the different characteristics cited in (table 1) with respect 
to the specifications imposed. 

3 A SysML Model for Production Reconfiguration 

The development of the information model for the production reconfiguration 
system poses many challenges. Modeling requirements and structure can provide a 



www.manaraa.com

A. Abid et al. 

 

6

robust system description. Therefore, the SysML (Tim Weilkiens 2007) based 
information model for production reconfiguration consists of requirements analysis 
and structural analysis. 

Requirements analysis defines the hierarchy of requirements and interrelationships 
among requirements. Concerning the structural analysis it represents the elements of 
the production reconfiguration. 

3.1 Requirements Analysis 

The requirements diagram indicates all the capabilities or conditions that a system 
must satisfy. A requirement can be decomposed into sub-requirements, so that 
multiple requirements can be organized as a tree of composite entities. Each 
requirement is supposed to have an id (unique) and a text parameter, which 
contains its description. Requirements are essential in the validation step, so 
particular care must be taken in handling them. 

 

Fig. 3 SysML requirements diagram for production re-configuration 

A requirement specifies a condition that must be satisfied, a function that a 
system must perform, or a performance level that a system must achieve. 
Requirements come from many sources, such as customers, designers, process 
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engineers, or organizations; (Figure 3) shows a requirement diagram of production 
reconfiguration system. This example highlights a number of different 
requirements relationships, including satisfy, derive and containment. For 
example, the satisfy relationship is used to assert that variety decisions satisfy the 
requirements of minimum production costs and minimum lead time. The derive 
relationship between a source requirement, customer needs, and the derived 
requirements, minimum production costs and minimum lead time, is established 
based on marketing analysis. Similarly, the requirement of production 
reconfiguration is derived from the requirements of minimum production costs 
and minimum lead time, based on production reconfiguration principle. The 
containment relationship represents how complex production reconfiguration 
requirements can be partitioned into a set of lower-level requirements. For 
instance, the requirements of production reconfiguration contain three 
requirements associated with fixture system and parameters of welding and part 3 
of the product. 

3.2 Structural Analysis 

In software systems, the taxonomy that generates the division of the system into 
modules is contained in the class diagram, which contains the “building blocks” 
that implement the system functionality and whose interaction will determine the 
system architecture. SysML extends the concept of class to that of block, which is 
a composite structure endowed with an interface suitable to describe the 
architecture of a physical system. Structural information about blocks is contained 
in the block-definition diagram; for our validation procedure, we shall take into 
account only a limited number of relationships among the possible associations 
defined in the standard, namely the UML composition, aggregation, and 
association. 

(Figure 4) shows the structure analysis of the welding cell using a block 
definition diagram. In the context of production system, a block in SysML can 
represent any entity (e.g., part, function or operation). By including a number of 
blocks, a block definition diagram can define the hierarchy of the system of 
interest in terms of its structural feature and the relationships between the blocks. 
The welding cell structure consists of conveyor A, conveyor B, conveyor C part, 
Robot, welding machine, and conveyor D. To explain the BDD, the conveyor A, B 
and C are associated with a robot in order to load the different parts transported 
via the conveyors into the welding cell. After the welding operation made by the 
welding machine the Robot unload the final product, in this case the product with 
oval section cross or with cylindrical section cross, into the conveyor D to the 
stock. 
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Fig. 4 SysML block definition diagram for welding cell structural model 

3.3 Results 

A SysML model is developed to formally represent the requirements and structure 
of the welding cell including production reconfiguration. It enables the system to 
share and exchange information among multiple domains in a multi-disciplinary 
team by ensuring semantic coherence along the entire design chain, keeping the 
traceability across levels of abstraction, and improving the interoperability among 
tools. Moreover, it supports trade-off analysis to evaluate production performance 
and costs by combining with other execution environments. 

For controlling the SysML model during the pre-design phase, we propose the 
holonic paradigm for controlling and organizing the welding cell modeled by 
SysML in order to validate our model. 

4 Holonic Paradigm 

Holonic paradigm support the use of autonomous and cooperative manufacturing 
units called holons, organized in a flexible hierarchy in order to increase the 
agility and re-configurability of the manufacturing process. Manufacturing 
systems are becoming more and more complex and the development of many 
researchers are working for finding new paradigm solutions for managing and 
controlling this complexity which was modeled by different language in order to 
include re-configurability and flexibility of the production system. 

The holonic paradigm (Jo Wyns 1998) can identify the types of holons 
necessary for any manufacturing system, its responsibilities, and the interaction 
structure in which they cooperate. The holonic architecture is made up of three 
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basic holons, order holon, product holon, and resource holon, extended with the 
concept of staff holon. These holons are specified using object-oriented concepts 
such as aggregation and specialization. Each of the basic holons is responsible for 
one of the following manufacturing controlling aspects: internal logistic, 
manufacturing scheduling, and resource management. A resource holon has a 
physical part and an information processing part that controls the resource; it 
combines the information of a physical device and the ability to control this 
device. The resource holon resembles the concept of class in Object-Oriented 
technology. A product holon stores the process and product knowledge needed to 
insure the correct manufacture of the product. It acts as an information server for 
the other holons in the HMS (P. Valckenaers et al. 1996). An order holon 
represents a task in a manufacturing system. It is responsible for doing the work 
assigned on time and in the right way. It manages the physical products that are 
being produced, the product status models, and all the logistic processing 
information related to the task. Order holon is in charge of production scheduling 
and control. It schedules the task progress after synthesizing the knowledge of 
process and configuration supplied by product holon and configuration holon 
respectively, triggers process execution properly according to the type of products, 
monitors the whole progress to find system deadlock and handle it in. With the 
interactions between them, all the holons generate mutually acceptable scheme 
and accomplish it in order to fulfill system goal because autonomy is one of its 
main characteristics, which means each holon is able to create a plan and execute 
it independently.  

 

Fig. 5 Structure of the welding cell describing the holonic paradigm 
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The welding cell as shown in (figure 5) is composed of the three base holons 

–  Resource holons represent the physical devices. In our cases resource holons 
are the conveyors systems (A, B, C and D), the welding machine (5), the 
fixing systems (7FO and 7FC) and the gantry robot (4). 

–  Product holons represent the product to weld (8). In our case they are 
containers for information about the remedial article to be welded. 

–  Order holons are generated for each request. They are the driven agenda of 
the holonic system. They compete or collaborate with each other to configure 
the welding cell and ensure the appropriate parameters. 

4.1 Results 

A "top-down" technique used to decompose the welding cell from a design 
specification to basic levels. The holonic approach allows to model at different 
levels of abstraction system. The hierarchical organizational decomposition of a 
system can be refined up to the level where the designer considers the complexity 
of the behavior is sufficiently low for immediate implantation. 

5 Conclusion 

In this paper, we proposed an approach to design a welding cell based on  
SysML language to formally represent the requirements and structure of the 
welding cell including production reconfiguration while this design was controlled 
by the holonic paradigm in order to decompose the welding cell from a design 
specification to basic levels. The presented approach allows designers to integrate 
client trends and helps them in validating the design and making decisions 
efficiently. 

References 

Wu, D., Zhang, L.L., Jiao, R.J., Lu, R.F.: SysML-based design chain information modeling 
for variety management in production reconfiguration. J. Intell. Manuf. 24, 575–596 
(2011), doi:10.1007/s10845-011-0585-6 

Linhares, M.V., de Oliveira, R.S., Farines, J.-M.: Introducing the Modeling and 
Verification process in SysML. 1-4244-0826-1/07/$20.00 © 2007 IEEE (2007) 

Weilkiens, T.: Systems Engineering with SysML/UML: Modeling, Analysis, Design (2011) 
ISBN 0080558313, 9780080558318 

Wyns, J., Valckenaers, P., Bongaerts, L., Peeters, P.: Reference architecture for holonic 
manufacturing systems: Prosa. Computers in Industry 37(3), 255274 (1998) 

Valckenaers, P., Van Brussel, H., Bongaerts, L., Wyns, J.: Holonic Manufacturing Systems 
(1996), doi:10.3233/ICA-1997-4304 



www.manaraa.com

 

  
© Springer International Publishing Switzerland 2015 
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II, 

11 

Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_2  

Knowledge Versioning Dynamics during the 
Design Process in a Concurrent Engineering 
Environment 

Alaeddine Zouari* 

Research Unit LOGIQ « Logistique, Gestion Industrielle et de la Qualité »  
ISGI Sfax – technopôle, Route de Tunis km 10 BP 1164 – 3021 Sfax 

ala.zouari@gmial.com  

Abstract. In an environment of concurrent engineering, design process sees 
various choices and decisions generated by actors involved in the design project. 
That results multiple interactions and disagreement between them. Besides, many 
product data and knowledge are modified and changed throughout this dynamic 
process. To capitalize and have traceability of knowledge modifications, we need 
to versioning those pieces of knowledge. This paper aims firstly to illustrate the 
dynamic structure of the design process. On the other hand, to explain our model 
of knowledge versioning dynamics, through annotations and changes generated 
throughout a collaborative design process. The model aims to dynamically build a 
project library that traces the history of engineering process and capitalizes 
knowledge related to the product, in order to re-use this informational inheritance. 

Keywords: Design process dynamics, collaborative design, knowledge 
capitalization, knowledge versioning dynamics, Rules of versions evolution. 

1 Introduction 

The design process is part of a logical framework and both, scientific, social and 
economic (Poveda 2001). On the scientific level, knowledge is continuously 
increasing, what giving designers new ways to solving technical problems and 
new technological solutions. The knowledge increasing can lead to a partitioning 
of knowledge shared between several actors involved in the physical product 
development and the optimization of its quality and performance. On the social 
level, designers have to collaborate all along the design process. They have to 
share, to annotate and to evaluate product knowledge and data. Then a strong 
social relationship must associate them as a team. However, while performing 
their work, conflict can appears through both, shared knowledge annotations, 
urgent tasks, waiting time, tasks rework, etc. Indeed, in the economic field, it is 
now recognized that the issues and the most significant gains in terms of product 
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quality, cost of investment and development time, are engaged in the early stages 
of product development, and mainly in the design phase (Clautrier 1991). 

Versioning consists in studying the capacity to control modifications and their 
consequences, moreover having the design process traceability (in versions form). 
It is a critical functionality within this framework to treat versioning and multiple 
knowledge management. In fact, versioning requires a complete analysis of 
available knowledge, which is based on modifications presented by the 
transformation of a knowledge version into another different.  Such analysis 
leads to specifying the traceability of knowledge versions evolution that allows 
capitalizing them, by avoiding possible redundancies, with an aim of re-using 
them in other projects. To overcome these problems, we propose mechanism 
allowing expressing evolution rules, to define and to manage evolution strategies. 
Evolution rules suggested permit to express checks and propagations update to 
carry out before and after an operation making knowledge versions evolve. 

2 Knowledge Dynamics in Design Tools 

2.1 Design Dynamic Nature 

One of the principal problems that must be addressed by defining knowledge 
models for design is caused by the dynamic nature of products design. During a 
design process, knowledge is not processed as static data but it is prone invariably 
to the change. It is due to the character of design problems resolution that implies 
information research then their analysis, structuring, interpretation and evaluation 
by repeating cycles. The most significant, is that it includes the information 
generation during this cyclic process and the combination of this new information 
with known one. This defines new information structures which lead to solutions 
of design. We conclude that the definition and the structure of information during 
the cyclic design process are a key question in design process support tasks. This 
requires knowledge models as well as knowledge management systems. 

2.2 Knowledge Engineering in Collaborative Design 

Knowledge capitalization aims at the same time to safeguard, share and especially 
re-use the know-how generated with the wire of the design projects 
(Chandrasegaran et al. 2013). The capitalization effort passes more concretely 
through modeling and having as objective to decrease the design time, while re-
using what is already validated, to focus only on the new choices to manage for a 
new solution.  

In literature we find many ways to model the product, such as structure-
oriented product model, geometry-oriented product model, feature oriented  
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product model, knowledge-based product model, integrated product model, IDEF 
model, UML model, etc (Hong-Zhong et al. 2006). Many authors proposed models 
based on knowledge, aiming the collaborative design: Product model (Menand et al. 
2001), (Tichkiewitch 1996), (Yvars 2001), etc. and design process Model (Dupinet 
1991), (Harani 1997), (Ouazzani 1999), etc. 

Several projects are used as support to the work called "in phase advance" in 
knowledge engineering domain such as DEKLARE (Design Knowledge 
Acquisition and Redesign Environment), MOKA (Methodology and tools 
Oriented to Knowledge Base Engineering Application project), IPPOP 
(Information sharing Product - Process - Organization Project.), etc. DEKLARE 
project, (Vargas 1995), allows defining a representation model of design 
knowledge in mechanical systems engineering, interesting more particularly in 
modeling of problems concerned with the routine design. It describes product in 
several manners (physical, functional, geometrical and constraint points of view). 
The design process model is described as succession of tasks to carry out to design 
a given object. 

The advent of information technologies opens new prospects for information 
and experiments sharing between various actors in a company particularly 
designers working on the same project. In an environment of collaborative design, 
knowledge can be capitalized in a knowledge repository (group memory or project 
memory) (Ribière et al. 1998). This knowledge repository makes it possible to share 
knowledge between actors implied in the design process, and can be used with the 
entries or the exit of tasks process. According to Matta (Matta et al. 1999), the 
project memory is a possible materialization of company’s memory: The project 
memory is a memory of knowledge and information acquired as well as product 
during the projects realization. 

2.3 Information Exchange Dynamics During a Design Process 

Project evolution illustrates the need for defining strict rules of exchange to 
maintain the agreement of system studied. These rules concern mainly the 
exchange of knowledge shared during a design process where actors manipulate 
knowledge to produce concepts, figure 1. Thus, it is inevitable that knowledge will 
change in order to correct errors, to adapt new information, or to adjust the 
representation of a particular domain. However, versioning mechanism can be 
carried out by knowledge annotations and validations done by other actors implied 
in the design process. 
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Fig. 1 Knowledge exchange within a project team 

Each actor has a specific task in a project according to engagements' defined in 
the contracts, the quality management plan and domain laws. Each actor's task is 
employed during the project planning to define his role during the activities. The 
relational model (figure 2) employs actor’s roles in an activity to determine 
relations that actors will have with pieces of knowledge. These roles can be: 
author, adviser, responsible, reader, etc. 

Project actors take part in the tasks synchronization according to the project 
implementation conditions. Moreover a project actor can annotate the result of 
another actor because of non agreement of this result with a requirement or a 
project constraint. These annotations oblige the second actor to make 
modifications and to correct the parameter in question. In the event of conflict the 
actors must refer to experts who can also annotate or validate the results. The final 
validation of results is ensured by project managers who are the first responsible 
for project team. We modeled the various activities of designers implied in the 
design process by an UML class diagram (Zouari 2007), see figure 2.  

This diagram represents the structure of our relational model. In this model we 
identify the following information types: 

• Project: is formed by tasks,   
• Tasks: where actors handle and produce knowledge,   
• Participants (actors): it can be a simple person or a group of persons, 
• Roles: that each actor has in an activity,  
• Relations between the actors and knowledge: that determines the right of 

access on knowledge versions, 
• Knowledge versions: that can be a simple parameter instance or a group of 

parameters instance version. 
 
 
 
 
 

Project teem 
Engineering and design department 

Project managers 

Domain expert 

Responsible 
technical 

expert  

Domain Responsible 

Responsible 
project 

supervisor  

Publish, 
annotate, 
validate 

Inform Advice Validate

Designer 1 Designer n 

Validate

Inform  



www.manaraa.com

Knowledge Versioning Dynamics during the Design Process  15 

 

 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Relational model 

3 Evolution of Knowledge Mechanism 

3.1 Knowledge Versioning Dynamics During a Design Process 

During the design process, pieces of knowledge are frequently modified by actors 
who handle them, particularly parameters (Jarratt et al. 2011). We have classified 
entry parameters according to their appearance on tasks execution sheets as: 

• Individual external entry (IEE): this parameter is used as entry for only one 
task. 

• Shared external entry (SEE): this parameter is used as entry for several tasks. 
• Individual internal entry (IIE): this parameter is a result of one of the design 

process tasks, and can be used as entry only for one other task. 
• Shared internal entry (SIE): this parameter is a result of one of the design 

process tasks, and can be used as entry for several other tasks. 

To start the design process we need to know all project tasks and their 
necessary resources. Entry parameters are one of most important task resources. 
So we have to know them and their origin (external or internal to the design 
process). For internal parameter, we need to know, to which task each exit 
parameter belongs, and which tasks use it as entry parameter. Thus we can classify 
parameters as internal or external and if it is shared or not. 
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The classification will help us to prioritize all project tasks using an anteriority 
matrix. This step enables us to define and draw the design process workflow 
according to parameters that designers share and to define scheduling conditions 
of each task (Zouari et al. 2007).  

Example: a design process formed by seven tasks carried out by various actors 
working in collaboration; see figure 3.  

 

 

Fig. 3 Example of parameters types and of tasks succession defining a design process 

3.2 Knowledge Versions Management 

A significant question in collaboration activities is how to control knowledge 
versions. Maintaining knowledge versions has three objectives: 

• Recording the knowledge history in order to avoid operations repetition. 
• Allowing knowledge changes without compromising references to preceding 

knowledge versions. 
• Allowing inspection and comparison of versions. 
 
The FBM framework (Feature Based Modeling) (Jae Yeol et al. 2001) and 

RFBPs (Requirement– Function–Behavior–Principle solutions) model (Ma et al. 
2013), have strong support for versions control, both for the type of characteristics 
and their instances.  

In our model, knowledge characteristics edition (types and instances) will take 
place by means of a mechanism of control and execution, through which users 
obtain provisional privilege of edition. When knowledge is checked for edition, 
anterior versions can continue to be employed. After edition, knowledge can be 
subjected like a new version, or be employed as a revision (temporary version). 
Knowledge revisions are hierarchically lower than versions in the sense that they 
cannot be employed actively in a modeling operation yet, but only for a future 
edition (modification). This reduces versions number and allows the distinction 
between those whose submission has a true interest and those having only an 
intermediate statute. Example: if an actor creates knowledge while carrying out his 
design task. This knowledge will be temporarily recorded throughout design 
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process execution as being a revision likely to be modified through time. From 
this fact we obtain a new revision after each modification; figure 4. 

Knowledge domain is continuously created and always modified by actors. The 
effective management of this knowledge needs its continuous checking, 
annotation and validation (V&V). Within this framework revisions created during 
the dynamic evolution of the design process through modifications and 
annotations will be validated at the end of the process. At this time revision will be 
definitive and it is transformed into a version and can be recorded in the project 
library. 

                        

Fig. 4 Dynamic creation of revisions starting from a knowledge version 

When a project actor creates a knowledge revision (task result), during a design 
process, it will be recorded in a temporary knowledge repostory while waiting for 
the reaction of actors who employ it in their tasks. Those actors can annotate this 
revision according to their tasks requirements. In this case, knowledge revision 
author (creator) must modify it by taking into account his colleagues’ annotations. 
In the event of conflict the responsible of domain has to intervene and annotate or 
validate this knowledge revision. Knowledge revision cannot be recorded in the 
project library as being a knowledge version only if the whole of actors who share 
it as well as the responsible of domain validate it. Figure 5 gives an idea on this 
mechanism. 

 

   

Fig. 5 Example of transformation mechanism from a revision into a knowledge version 
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4 DISKOVER Implementation  

The study led to the development of a prototype of knowledge processing called 
“DISKOVER” (DesIgn Software with KnOwledge VERsioning). DISKOVER 
proposes a structure permitting the collection of knowledge related to a multi-
actors design and the associated products. 

For the consultation of knowledge, the software allows actors to: 

• Consult design process tasks and their state: an actor will be able to consult 
design process tasks which concerns him (input data, output data, knowledge 
associated....) and their states (ready, non feasible…) 

• Consult the product parameters: each actor can access parameters for which 
he is responsible, those that are necessary to carry out his tasks and getting their 
results. For knowledge dynamics, the traditional methods obliged designers to 
refer to a design guides, internal notes, knowledge books, Intranet etc. To help 
them to carry out a task and to take into account the experience feedback of 
previous projects, we propose to associate necessary knowledge for its realization 
to each task and to provide knowledge on a simple click. 

• Assist the actors in the course of the design process: DISKOVER distributes 
to concerned actors their tasks and their associated knowledge (with constraints 
and experience feedback) depending on the progress of the design process. Thus, 
DISKOVER will warn user of his available tasks (task push); the actor opens this 
task, carries out it, launches its execution and save it. 

Once identified, actor can consult tasks on which he will work. He must choose 
those whose conditions for implementation and scheduling are ready, at this time 
the button “execute” be highlighted. 

While clicking on the execute button, the card of task appears. Internal 
parameters appearing on the card cannot be modified, but annotated.  

The actor has the possibility of seizing the values of external parameters and 
consulting the task resources (tables, curves…). Once the card is filled, the actor 
clicks on the button execute to launch the computing process. Thereafter the actor 
can consult the results and save them before closing the card.  

While clicking the save button, the designer gives the order to the system to 
save the results as a revision and to send output parameters values to the actors 
who need them. If the values are already stored in the data base, the software 
sends a message to the concerned actor indicating him that these values exist in a 
defined version.  

5 Conclusion 

Knowledge versioning during the design process allows us to have an auto 
expansion of the knowledge space, in other words the design process knowledge 
repository. During a design process, if an actor creates knowledge while carrying 
out his design task, it will be temporarily recorded throughout the design process 
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as being a revision likely to be modified. Revisions created during the dynamic 
evolution of the design process through modifications and annotations made by 
actors, will be validated at the end of the process. At this time revision will be 
final and can be transformed into a version to be recorded in the library of project. 
To validate this mechanism we proposed a scenario of the dynamic evolution of 
the design process through the interactive relations between actors implied in this 
design process. This scenario allows seeing constraints of knowledge sharing and 
versioning requirements.  
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suggestions of the reviewers, which have improved the presentation. 
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Abstract. For a designed part, if different sets of features are used for machining, 
the manufacturing Environmental impacts (EIs) as well as cost may vary. In this 
research, a new methodology based on feature technology is proposed in order to 
help designer till detail design phase to choose the most optimal compromise  
Environmental Impact/Cost in manufacturing process. Hence an Environmental 
impact/Cost model is presented. This model follows the activities required for ma-
chining a set of features which are tool set-ups, fixturing set-ups and machining 
tool paths. The paper starts by presenting features based models which are the 
base of the methodology proposed. Then, a state of the art about using Feature 
technology in reducing on one side manufacturing cost and on the other side man-
ufacturing environmental impacts is presented. Finally an environmental im-
pact/cost methodology for evaluating multiple feature-base machining methods is 
proposed. 

Keywords: Environmental evaluation, cost estimation, features technology, detail 
design, CAD, LCA. 

1 Introduction 

Today, energy, resources and environmental problems become more and more se-
rious. That’s why they are highlighted in regulations frameworks such as WEEE 
(European Union,, 2003a), RoHS (European Union,, 2003b), EuP (European Un-
ion,, 2005) directives and the REACH regulation (European Union,, 2006), which 
are pushing industrials to adopt sustainable strategies to develop their products. 

The eco-design approach, presents, firstly, as a multi-criteria approach taking 
into account all environmental impacts and secondly, it is also an approach multi-
step that takes into account all stages of the life cycle. Hence it is largely studied, 
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this last decade, in order to be used in industries. The most studies realized tried to 
integrate environment constraint in the early design stages such as conceptual de-
sign phase which decides about 70%-80% property of the product (Song et al., 
2003). However, choices done in detailed design phase are responsible on about 
80% of both environmental impacts and costs. How to eco-design in CAD phase 
with a low cost, if it is possible, is the key for a successful green and less expen-
sive design. After a state of the art on works based on FT to reduce manufacturing 
cost or EI or both and based on the work of Tseng and Jiang (2000), firstly, in this 
paper, we put forward the concept of "eco-feature", and then it is used for envi-
ronmental and cost evaluation in order to choose the most acceptable compromise 
Environmental impacts/cost. Secondly, a methodology is proposed based on the 
eco-feature concept. Finally the application of the proposed methodology on a 
case study is realized. 

2 Features Based Models 

A feature is a local shape of a product directly related to the manufacturing 
process. Smith and Dagli (1995) define features as high-level design primitives 
with their attributes, their qualifiers and restrictions which affect the functionality 
and/or the ability for the product to be manufactured. 

There are different types of features: Shape Features, Constraint Features, Pre-
cision Features (or tolerance), Assembly Features, Functional Features, Material 
Features and Primitive Features. 

In combination with surface representation, geometric representation of fea-
tures shape is oriented to volume representation (3D) such as the representation 
based on B-REP (Boundary Representation), on CSG (Constructive Solid Geome-
try), as well as hybrid representation as shown in Wang and Ozsoy (1991). 

Techniques developed to create models based on features are divided into two 
main approaches according to Allada and Anand (1995) and Shah and Mantyla 
(1995): 

• Features recognition: features are recognized from a geometric model ap-
plying rules of recognition. More features models, describing the same 
product, can therefore be derived. 

• Design features: a product model is developed based on predefined features. 
In this case, a product’s explicit geometry is created from the features 
model. 

To evaluate a part environmentally, non-geometric data has to be attached to 
the geometric model for eco-designing products in the detail design phase. 
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3 State of the Art 

Current product development activities in manufacturing companies are still pre-
dominantly driven by quality/cost concerns. This does not prevent the existence of 
some works coupling cost and sustainability. Feature technology (FT) is used in 
cost estimation of a manufacturing process plan such as cost estimation models of 
product based on CAD/CAPP integration based on features-based modeling pre-
sented in (Tseng and Jiang, 2000),(Shuangxia et al., 2002) (Jinks et al., 2010). In 
the side of sustainability FT is used to evaluate environmental impacts of manu-
facturing processes, it is oriented to reducing or avoiding processes which have an 
impact on ecosystems, human health, etc. Sheng et al. (1995) developed a hierar-
chical part planning strategy for environmentally conscious machining in order to 
choose the least impact set of machining sequences order because a feature can be 
machined with different scenarios. Features are not only used for EE but also for 
green process planning selection, such as methods developed by Cao et al. (2002) 
and Tan et al. (2006) for green CAPP selection have to be developed in order to be 
used as numerical methods integrated in CAD systems and also a method for envi-
ronmentally conscious process planning proposed by Zhao et al. (2012). Finally 
FT is also explored in the side of environmental evaluation and cost. In fact, we 
can find works integrating Life cycle assessment (LCA) to life cycle costing (LCC) 
such as the novel redesign approach propose by Bovea and Wang (2007) that inte-
grates Quality Function Deployment (QFD) , LCA, life cycle cost (LCC), and 
contingent valuation (CV). Bevilacqua et al. (2007) also evaluated the environ-
mental impact of circuit board design based on both LCA technique and economic 
aspects, Kloepffer (2008) proposed a new direction which summarizes environ-
mental LCA, LCC, and Social LCA and the eco-design tool prototype “CAST-
tool” developed by Morbidoni et al. (2011). However many disadvantages are  
detected as high dependence on data accuracy, less intuition of evaluation result, 
lack of special software and databases and long evaluation cycle, etc. (Xin et al., 
2012). Hence, it is necessary to consider environmental and cost constraints of a 
manufacturing process till feature attribution in detail design phase.  

4 Proposed Methodology  

Our methodology consists in exploring features technology to evaluate the envi-
ronmental impact (EI) as well as cost of a part manufacturing process till the detail 
design phase. In fact the influence of geometrical characteristics of a product on 
reducing the EI was proved on previous works (Gaha et al., 2011) (Gaha et al., 
2014). For the cost reducing it is proved by Tseng and Jiang (2000). 

According to Tseng and Jiang (2000) there are three activities in manufacturing 
process that are related to manufacturing costs and can be evaluated: 

1. Tool set-ups. 
2. Fixturing set-ups. 
3. Machining tool paths.  
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We adopt these activities which can be also evaluated in terms of environmen-
tal impacts. Evaluating manufacturing costs and environmental impacts for Mul-
tiple Sets of features is a way to localize, the set of features that can be machined 
with the lowest manufacturing compromise cost Cmin /Environmental impact  
EImin which is considered a “good” set of features. 

 

Fig. 1 Proposed methodology based on features technology for cost estimation and  
environmental evaluations of possible process plans 
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Given feature set Fi, i=1, %, n, performs the following steps: 

1. Calculate tool set-up cost CFSi and environmental impact EIFSi. 
2. Calculate fixturing set-up cost CFXi and environmental impact EIFXi . 
3. Calculate cost of machining tool paths CFTi and environmental impact EIFTi. 
4. The manufacturing cost and Environmental impacts for machining feature set 

Fi are: 
Ci = CFSi + CFXi + CFTi. 
EIi= EIFSi + EIFXi + EIFTi. 
5. Find the smallest in Ci as Cmin = Min {Ci, i = 1, %, n} 

 
Find the smallest in EIi as EImin = Min {EIi, i = 1, %, n} 

6. CFmin is the feature set with the lowest manufacturing cost and EIFmin is 
the feature set with the lowest manufacturing environmental impact. 

So it gives both indications about the cost and about the environmental impact. 
If we are more interested in eco-design, the best environmental profiles set fea-
tures is then selected if they are superimposed and we cannot decide then the least 
expensive set of features is selected 

The feature set that can be machined with the lowest activity-based 
cost/Environmental impact is considered the most suitable method for producing 
the part. 

5 Conclusion 

This paper is developed base on the work of Tseng and Jiang. It presents and dis-
cusses the need for integrating cost and environmental performances into manu-
facturing process based on feature technology in order to optimize the manufactur-
ing part process in terms of cost as well as environmental impact till detail design 
phase. In fact, for a given design, different machining scenarios are possible based 
on different sets of features. Hence manufacturing costs and environmental im-
pacts may vary. A methodology for analyzing different manufacturing costs and 
environmental impacts for machining using different sets of features were pro-
posed using an activity-based cost/environmental impact model. The activities 
used in cost and environmental impact analysis were tool set-ups, fixturing set-ups 
and machining tool paths. 
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Abstract. This work presents an improved approach for multi-objective and mul-
ti-physics optimization based on the hierarchical optimization approach of the typ-
ical MOCO (“Multi-objective Collaborative Optimization”) whose objective is to 
solve multi-objective multi-physics optimization problem. In this document, we 
propose a new hierarchical optimization approach named Improved Multi-
objective Collaborative Optimization (IMOCO) whose goal is to decompose the 
optimization problems of the complex systems hierarchically in two levels (system 
and disciplinary level) according to the disciplines. In other words, according to 
the different physical (mechanical-electrical-acoustical) involved in the mechani-
cal structures design. The presented approach uses a NSGA-II “Non-dominated 
Sorting Genetic Algorithm II” as an optimizer, and uses a coordinator between the 
system optimizer and the disciplinary optimizer, which has the role, is to ensure 
consistency between the various disciplines of the complex system. For the pur-
poses of validation of the proposed method, we chose two examples: (i) numerical 
problem and (ii) engineering problem. These examples are solved using the pro-
posed IMOCO method and the previous approaches. The obtained results are 
compared well with those obtained from the previous approaches: (i) non-
hierarchically based AAO optimization approach and (ii) hierarchically based 
MOCO optimization approach, which show the good performance of our proposed 
IMOCO method. 

Keywords: multi-objective optimization, multi-physics optimization, hierarchical 
optimization, MOCO, IMOCO, NSGA-II, disciplines. 
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1 Introduction 

The complex engineering systems in the real world often involve several physical 
(mechanical, electrical, acoustic and thermal, etc.), subsystems and components. 
Many examples of advanced engineering systems may be find in the industry, 
such as the design of aircraft systems, automotive and nano, micro-electro-
mechanical systems (NEMS, MEMS), which are intrinsically linked them by in-
terdisciplinary interactions. The classical optimization approaches that ignore the 
interactions between the different disciplines are unable to give the desired optim-
al solutions. The use of advanced optimization techniques are required for these 
types of problems in order to achieve practical solutions. Multi-disciplinary De-
sign Optimization (MDO) is a relatively field recent to engineering science which 
is based on the decomposition of these complex systems based on the different 
specialties where disciplines whose aim is to respond more effectively to design 
problems integrating different disciplines. The decomposition of these complex 
systems can be done in a number of different ways according to different criteria. 
The most frequent decomposition methods are: (i) decomposition by disciplines, 
(ii) decomposition according to the structural components. Typical MDO ap-
proaches of such large systems is characterized by the interdisciplinary couplings, 
the multiple objectives, a large design variable space and a significant number of 
design constraints  (Tappeta and al 1997). The MDO approaches can be classified 
into two groups: Single level optimization approaches e.g. AAO (“All At Once”) 
and multilevel optimization approaches (Aute and Azarm 2006). Due to the mul-
tiple criteria of multi-disciplinary optimization problems, recent work has focused 
on the formulation of the optimization problem of a multi-objective and multidis-
ciplinary manner. For example, (Aute and Azarm 2006) proposed a new genetic 
algorithm based approach for Multi-objective Collaborative Optimization 
(MOCO) to handle the multi-objective and multi-disciplinary optimization prob-
lems. (Ghanmi and al 2011) developed an algorithm for multi-objective and multi-
level optimization to solve the optimization problems of complex structures with 
low Multi-physics coupling. 

This paper is organized as follows: Section 2 gives a brief description of the 
strategy IMOCO (Improved Multi-Objective Collaborative Optimization). Sec-
tions 3.1 and 3.2 show the application of our proposed approach in the cases of a 
numerical problem and an engineering problem of capacitive Micomachined Ul-
trasonic Transducers (cMUT). The obtained solutions from the IMOCO approach 
compare well with those obtained from a non-hierarchically based AAO optimiza-
tion approach and from a hierarchically based MOCO optimization approach. 

2 Improved Multi-objective Collaborative Optimization  

The presented multi-disciplinary optimization approach called IMOCO, which 
uses NSGA-II, is suitable for multi-physics problematic whose objective is to  
divide the optimization problem of widely multi-physics structures according to 
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different disciplines involved in the design. For simplicity, a multi-physical sys-
tem is considered in the present document that involves two disciplines (mechani-
cal and electrical) in order to illustrate the optimization procedure of the IMOCO 
method as shown by the Figure 1. As illustrated in Fig.1, the system level opti-

mizer has objectives functions Gf  and constraints Gg . The vector GX  includes 

the share variables G
shx  between the two disciplines previously mentioned and the 

system auxiliary variables ( ,G G
me emt t ), with the super script ' G ' referring to a sys-

tem level. The mechanical optimizer has a set of disciplinary objectives func-

tions mf , disciplinary constraints mg  and a vector of disciplinary design variable 

mX  includes the local design variables mx , the local shared variables m
shx , and the 

local auxiliary variable m
emt . The write mey  represents the coupling variable, which 

is calculated by the disciplinary state equation (represented by meY ) depending 

of mX . Likewise, the electrical optimizer has a set of disciplinary objectives func-

tions ef , disciplinary constraints eg  and a vector of design variable eX , which in-

cludes the local design variables ex , the local shared variables e
shx , and the local 

auxiliary variable e
met . The write emy  represents the coupling variable: the output 

of the electrical optimizer used as an input variable in the mechanical optimizer. In 

addition, each discipline requires shared variables G
shx  and inputs from other dis-

ciplines indicated by ( ,me emy y ). The coordination problem ( )C X  is introduced 

between the two optimizers (mechanical and electrical). The aim of the coordina-
tor (coordination problem) is to minimize the difference between the shared para-

meters ( ,m e
sh shx x ) transferred from the disciplinary level and the coordination 

shared variables shx . On the other hand, the coordination problem aims to minim-

ize the difference between the auxiliary variables ( ,me emt t ) and the auxiliary pa-

rameters ( ,m e
me emt t ) transferred from the disciplinary level. In addition, it reduces 

the difference between the auxiliary variables ( ,me emt t ) and the coupling variables 

( ,me emy y ) transferred from the disciplinary level.  

After the optimization of coordination problem and the optimal solutions with 

the smallest value of the penalty function we chose the optimal variables ( * *,m ex x ) 

at disciplinary level which are then transferred towards the system optimizer. Note 

that, the optimal variables ( * *,m ex x ) are transferred from the disciplinary optimizer 

and temporarily stored in the coordination problem. In the literature there are 
many methods aimed at addressing the coupling variables. In our proposed  
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approach IMOCO, we use the auxiliary variables ((Aute and Azarm 2006) (Tappe-
ta and al.1997)) to decouple all disciplines and add a constraint of consistency, 
which aims to ensure compatibility interdisciplinary. New form defines the con-
straint of consistency of the mechanical discipline such as  

( ) ( )/ / ( / )
22 2

1 1 1m G G m G

sh sh me me em emx x y t t t− + − + − and to integrate in the objective 

functions of the optimization problem of the mechanical discipline. In addition, 
the constraint of consistency of the electrical discipline is defined by  

( ) ( )/ / ( / )
22 2

1 1 1e G G e G

sh sh em em me mex x y t t t− + − + − and to integrate in the objective 

functions of the optimization problem of the electrical discipline  
 

 

Fig. 1 Procedure of the IMOCO 

3 Numerical Simulations 

3.1 Numerical Problem  

This first bi-objective numerical problem taken from a test case is used by (Aute 
and Azarm 2006). The two-objective optimization formulation for this problem, in 
the non-hierarchical AAO method is given in Equation (1). The problem with two 
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cost functions 1f  and 2f  as to minimize admits six design variables and six in-

equality constraints. To decompose the problem, we use the proposed method, 
which is illustrated in Fig.1. The non-hierarchical optimization problem is decom-
posed into two-optimization level : (i) optimization problem at the system level is 
given by Equation (2) and (ii) two optimization problems at the disciplinary level 
is given by Equation (3-4). The formulation of typical MOCO approach is omitted 
here can be found in (Aute and Azarm 2006). 
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Discipline level optimization 2 
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After the optimization of coordination problem in Equation (5) and the optimal 

solutions with the smallest value of the penalty function we chose the optimal  

variable at disciplinary level ( * *
1 2,D Dx x ) which are then transferred towards the 

system optimizer (Equation (2)). 
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The constrained Pareto optimal front for numerical example generated by 

AAO, MOCO and IMOCO approaches using NSGA-II (Deb 2001) are plotted in 
the objective space as in Fig.2. The Pareto solutions obtained by MOCO and 
IMOCO approaches are compared well to those from AAO approach, which is 
considered as a reference. Figure 2 shows that the Pareto optimal solutions of the 
IMOCO method are in good concordance than those from the MOCO. This is also 

was confirmed by the Mahalanobis distance ( 2

MD  ) used by (Ghanmi and al 2011) 

between AAO and MOCO on the one hand, and AAO and IMOCO on the other 
hand. To better compare the performance (precision and convergence time) of the 
IMOCO and the MOCO methods we used (i) the OS metrics (Overall Spread me-
tric) (Wu and Azarm 2001) aims to measure the precision and (ii) the CPU time to 
measure the speed of convergence. The results in Table 1 show the advantage of 
our proposed IMOCO method.  
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Fig. 2 Feasible objective space for numerical example. Generated by AAO, MOCO and 
IMOCO  

Table 1 Performance of the proposed IMOCO method. 

Approach CPU (%) D2
M OS

AAO 100   
MOCO 82 0.2633 0.3456 
IMOCO 74 0.2748 0.3461 

3.2 Engineering Problem : cMUT 

The Capacitive Micomachined Ultrasonic Transducers (cMUT) is a complex sys-
tem that involve the coupling between three physical: electrical, mechanical (me-
chanical structures) and acoustical. The cMUT device manufactured according to 
the technologies of micro-electro-mechanical systems (MEMS) and that generates 
or detects acoustic waves. As it is sketched in Fig.3 (a), the geometry of the mo-

bile part of a cMUT cell is composed of a Silicon Nitride membrane of mbre  

thickness, partially covered with aluminum electrode of elece  thickness, and a  

vacuum cavity Gaph . 

 

Fig. 3 (a) Representation of cMUT cell and definition of the geometric parameters,  
(b) a finite element model of cMUT cell. 
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The cMUT cell is biased with a constant voltage value ( dcV ) thus creating an 

electrostatic pressure ( eP ) which goes cause a displacement of the membrane. 

This movement himself generate a radiated pressure in fluid ( rP ) in front face of 

the membrane.  The boundary conditions considered in the numerical simulation 
model are illustrated in detail in fig.3 (b). The details of material and the geome-
tric properties of the cMUT cell can be found in (Meynier and al 2010). 

The multi-objective optimization problem of the cMUT cell is given by Equa-
tion (6) to solve following the non-hierarchical approach AAO using NSGA-II 
admits two cost functions, eight design variables and four inequality constraints:  

(1) Minimize the mechanical resonance frequency of a cMUT ( ( )rmf MHZ ; 

(2) Maximize the electromechanical coupling coefficient ( 2
TK ). 

The multi-objective optimization problem to solve is then: 
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Where, dcu and eqvh  represent the static deflection of the membrane and the effec-

tive height between the two electrodes respectively. The electromechanical coupling 
coefficient of CMUT is calculated in (Yaralioglu and al 2003) as follows: 
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S

T T

C
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= −  (7) 

The fixed capacitance CS of a single membrane can be calculated as follows: 
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The free capacitance CT is defined as the slope of the voltage-voltage curve: 
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In the present work, the cMUT cell operates in a vacuum, therefore two physi-
cal are considered in our optimization problem. The objective function for this 
problem in Equation (6) can be decomposed into two levels of optimization (sys-
tem and disciplinary level) Using the proposed IMOCO approach. 

Equation (10) represents the system level optimization problem. Although each 
discipline has its own design variables, four variables are shared between the op-
timization problem at the system level and at the disciplinary level and are the 

Young's modulus ( mbrE ), the thickness of the membrane ( mbre ), the Young's 

modulus ( elecE ), and the thickness of the electrode ( elece ). 

System level optimization problem
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In the system level optimization problem, GX ≡[ ,
G
emxsh t ] includes the four 

shared design variables [ , , ,E E e embr elec mbr elec ]; and the auxiliary variable G
emt  

corresponds to the coupling variable emy .  

The system level optimization problem aims the minimization of the mechani-

cal resonance frequency ( rmf ) and the maximization of the electromechanical 

coupling coefficient ( 2
TK ). The super script (*) indicates that the design parame-

ters are optimized at the disciplinary level. 

Mechanical Optimizer Electrical Optimizer 

(11) 

( )

[ ]
[ ] [ ]

2

minimize

1 ( / ) 1 ( / )
2 2

. 0

, , ,

, ;

, ,

rm m

m G m G
sh sh em em

m
sh

m
m em dc

m m
m m sh em

X

subject to

E E e embr elec mbr elec

x mbr elec

X

f

x x t t

g

x

t

x x t

ρ ρ

+

− + −

≥

≡

≡ ≡

≡ ⎡ ⎤⎣ ⎦

V

( )

[ ]
[ ] [ ]

2 2

4

maximize

. 0

, , ,

, ,

;

1 ( / ) 1 ( / )

T
e

e G G
sh sh em em

e
sh mbr elec mbr elec

e em dc

e
e sh em

subject to

E E e e

Xe

C X

x x y t

g

x

x y

x x y

≥

≡

≡ ≡

≡

+ − + −

⎡ ⎤⎣ ⎦

VV

At the disciplinary level in Equation (11), we find two disciplinary optimizers: 
(i) mechanical optimizer and (ii) the electrical optimizer. The mechanical optimiz-
er has his own design variables; the two variables also include the density of the 

membrane ( mbrρ ), the density of the electrode ( elecρ ), and the local copy of the 
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auxiliary variable for G
emt  i.e., e

emt  which allows minimizing the mechanical re-

sonance frequency ( rmf ) of the mechanical discipline. Equally, the electrical op-

timizer includes local design variable is the bias voltage (V), and the interdiscipli-

nary coupling variable emy , whose value is evaluated in electrical optimizer and is 

used in Mechanical optimizer. This optimizer aims to maximize the free capacit-

ance TC .  
After the optimization of coordination problem in Equation (12) and the optim-

al solutions with the smallest value of the penalty function we chose the optimal 

variables ( * *,m ex x ) at disciplinary level which are then transferred towards the sys-

tem optimizer (Equation (10)). 

Coordination problem 
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m e
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The Feasible optimal solutions obtained by IMOCO method are compared with 
those generated by MOCO as shown in Fig.4. In terms of proximity to the refer-
ence (AAO) cloud of the optimal solutions, the spread in the objective space and 
the CPU time, the IMOCO solutions are better than the MOCO solutions. We can 
observed in the Table 2 that the CPU time, the values for Mahalanobis distance 
(D2

M) and Overall spread (OS) from the IMOCO are better than MOCO. 
 

 

Fig. 4 Feasible objective space for cMUT cell obtained using AAO, MOCO and IMOCO 
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Table 2 Performance of the proposed IMOCO method 

Approach CPU (%) D2
M OS 

AAO 100   
MOCO 75 5.7348 0.4221 
IMOCO 72 0.0632 0.3455 

4 Conclusion 

In this work, we have presented the IMOCO method using NSGA-II for the design 
of fully coupled complex systems. The IMOCO enhances the convergence by add-
ing a coordination problem between the system level and the discipline level  
optimizer. This improvement allows the IMOCO to achieve convergence more ef-
ficiently than the previous MOCO method. Based on the results from the numeri-
cal example and the engineering example we can be concluded that the optimal 
solutions obtained by IMOCO are better than the MOCO solutions.  First, in 
terms of proximity to the reference (AAO) cloud of Pareto optimum solutions and 
the spread in the feasible objective space. Secondly, in terms of the CPU time to 
measure the speed of convergence. Consequently, we conclude that the proposed 
IMOCO method is able to solve a fully coupled Multi-objective Multi-physics Op-
timization Problem more efficiently than the MOCO approach. Finally, in our fu-
ture research we propose to apply our method on complex systems involve several 
disciplines (mechanical-electrical-acoustical…) fully coupled. 
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Abstract. This paper attempts to integrate microcontrollers into smoke detector 
circuitry and other components for safety purpose. This can be achieved by plac-
ing some sensors and devices in the building. In the proposed system, a smoke  
detector upon senses smoke activates its alarm, sends a low voltage signal to mi-
crocontrollers. The microcontroller will activate the relays which are connected to 
other components to alert residents that one of the smoke detectors has sensed 
smoke by means of voice and flashing lights. At the same time, it will send signals 
to valves, air suckers and the water pump. The solenoid valve will operate the wa-
ter pump which delivers water to the room through pipes installed inside the build-
ing to attack the fire. Meanwhile, the air sucker will suck the smoke from the 
room to prevent suffocation. The proposed design is aiming to have cost efficient 
system, compact design, easily expandable, simple to install and replaceable com-
ponents. 

Keywords: safety systems, smoke detection, microcontrollers, mechatronics system. 

1 Introduction 

Fire is a phenomenon which is familiar to everyone, It is used daily to cook our 
meals and heat our homes during the cold season, when harnessed, the power and 
energy from fire serve us as well. Meanwhile when it is uncontrolled, a fire can 
quickly consume and destroy whatever lies in its path. Fires are classified into four 
classes; Class A which involves solid material, such as wood, clothes, papers, rub-
bers and plastics. Class B involves inflammable liquids, oil, tars and flammable 
gases. Class C involves gases. Class D involves metals. Class K fires involve 
combustible cooking media such as oils and grease commonly found in commer-
cial kitchens (Ted Boothroyd et al. 2005). All fire classes produce dangerous 
smokes which is a visible suspension of carbon or other particles in the air which 
emitted from a burning substance. Smoke inhalation is the primary cause of death 
in victims of indoor fires. Thus, awareness and consciousness of the importance of 
smoke detection system must be planted on people mind. In addition, fires are 
more dangerous at night. Therefore, smoke detector must be placed at the major 
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area inclusive every rooms. It is very important issue to take suitable measures and 
steps to prevent the fire from spreading and keep it under control until it is extin-
guished completely. There are two ways to fight fire; manually and automatically 
by different approaches. A fire sprinkler system is an active fire protec-
tion measure, consisting of a water supply system, providing adequate pressure 
and flow rate to a water distribution piping system, onto which fire sprinklers are 
connected. Although historically only used in factories and large commercial 
buildings, systems for homes and small buildings. Fire sprinkler systems are ex-
tensively used worldwide, with over 40 million sprinkler heads fitted each year. In 
buildings completely protected by fire sprinkler systems, over 99% of fires were 
controlled by fire sprinklers alone (Puchovsky, M 2003). This paper is devoted to 
design and implant an automatic way to extinguishing fire using water for class A 

2 Related Work 

Many works have been conducted in the area of fire fighting over years. There are 
many ways to fight fires ranging from conventional manual methods to more so-
phisticated ones. The cost of sophisticate system is very high but effective. Am-
brose Godfrey created the first successful automated sprinkler system in 1723. He 
used gunpowder to release a tank of extinguishing fluid (Ted Boothroyd et al. 
2005). In 1812, the first modern recognizable sprinkler system was installed in 
the Theatre Royal, Drury Lane in the United Kingdom. The system which was de-
signed by William Congreve consisted of a cylindrical airtight fed by a (250 mm) 
water main which branched to all parts of the theatre. A series of smaller pipes fed 
from the distribution pipe were pierced with a series of (13 mm) holes which pour 
water in the event of a fire (Gelb, Michael J 1989). From 1852 to 1885, perforated 
pipe systems were used in textile mills throughout New England as a means of fire 
protection. However, they were not automatic systems; a person had to operate the 
system. Inventors first began experimenting with automatic sprinklers around 
1860. The first automatic sprinkler system was patented by Philip W. Pratt in 
1872. Henry S. Parmalee of New Haven, Connecticut is considered the inventor of 
the first automatic sprinkler head. Parmalee improved upon the Pratt patent and 
created a better sprinkler system (Bryan 1990). Bryan states that an Automatic 
sprinkler system is a system of pipes, tubes, or conduits provided with sprinklers 
or nozzles, which is automatically activated and (in some types) deactivated, uti-
lizing the sensing of fire-induced stimuli consisting of light, heat, visible or invisi-
ble combustion products, and pressure generation, to distribute water and  
water-base extinguishing agents in the fire area. In 1874, he installed his fire 
sprinkler system into the piano factory that he owned. Frederick Grin-
nell improved Parmalee's design and in 1881 patented the automatic sprinkler that 
bears his name. He continued to improve the device and in 1890 invented the glass 
disc sprinkler, essentially the same as that in use today. Until the 1940s, sprinklers 
were installed almost exclusively for the protection of commercial buildings. Over 
the years, fire sprinklers have become mandatory safety equipment in some parts 
of North America, in certain occupancies, including, but not limited to newly con-
structed hospitals, schools, hotels and other public buildings, subject to the local 
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building codes and enforcement. Sprinkler systems are a reliable way to protect 
property from fire damage. Since their invention in the late 19th century, they 
have served as a method of managing fires until firefighters arrive at the scene 
(C.L. Beyler 1977). The earliest sprinkler systems consisted of steel pipe networks 
with drilled holes or perforations provided along the length of pipe. The concept 
of employing a heat-actuated device dates back to approximately 1860 (Puchovsk 
2003). Automatic sprinkler systems are thermosensitive devices designed to react 
at predetermined temperatures by automatically releasing a stream of water and 
distributing it in specified patterns and quantities over designated areas (Z.G. Liu 
and A.K. Kim 2000). 

3 Types of Sprinkler Systems 

Sprinkler systems are a reliable way to protect property from fire damage. Since 
their invention in the late 19th century, they have served as a method of managing 
fires until firefighters arrive at the scene. The earliest sprinkler systems consisted 
of steel pipe networks with drilled holes or perforations provided along the length 
of pipe. Today, there are different types of sprinkler styles which serve many  
different purposes. The four most common styles of sprinkler systems are a stan-
dard spray upright, standard spray pendent, sidewall sprinkler, and the extended 
coverage sprinkler. 

3.1 Wet Pipe System 

It consists of some pipes containing water under pressure. It is used in normal am-
bient conditions and the sprinkler pipes are always filled with water. The sprin-
klers on this system are heat sensitive and will only activate after reaching a des-
ignated temperature. With this system, each individual sprinkler can react to heat 
from a fire, operating to distribute water over the source of that heat (Fleming 
2003). The heat from the fire will break a glass bulb, fusible link, or chemical pel-
let that is under pressure, releasing a spring which allows water to dispense out of 
the sprinkler (Wieder and Smith 1998). In 2007, 89% of reported fires involved 
only one or two sprinklers when wet pipe sprinklers operated (Hall 2010).  

3.2 Dry Pipe System 

It uses heat sensitive sprinklers. It is commonly found in colder environments 
where there is the possibility of the wet pipe system freezing. Rather than being 
filled with water like the wet pipe system, this system is filled with air and is un-
der pressure. When the heat sensitive sprinkler activates, the air is released and 
water flows to the open sprinkler where it is dispersed. Similar to the wet pipe sys-
tem, only the sprinkler that reaches the designated temperature will discharge  
water. The water is held back in piping at a climate controlled environment to pre-
vent freezing. According to (Gagnon 1997), this should take no longer than sixty 
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seconds, in accordance with NFPA 13. In 2007 when dry pipe sprinklers operated, 
74% reported fires involved only one or two sprinklers (Hall 2010). 

3.3 Preaction System 

It is a type of dry system that employs a deluge-type valve, fire detection devices, 
and closed sprinklers. This system only discharges water into the piping in re-
sponse to a signal from the detection system. Once the detection system signals 
the preaction system, water will be discharged into the piping system like a wet 
pipe sprinkler system. The system will not disperse water onto the fire until each 
sprinkler head is activated. Preaction systems are typically found in spaces con-
taining computer or communications equipment, museums, and other facilities 
where inadvertent water leakage from system piping is of major concern and it is 
critical that there are not accidental discharges of water in these areas (Puchovsky 
2003). 

3.4 Deluge System 

It is also like the dry pipe sprinkler system, but is equipped with open sprinklers 
and a deluge valve. This has all open sprinklers and allows the flow of water to be 
evenly spread throughout all of the sprinklers. This is activated by an alarm sys-
tem that triggers the system and disperses the water. A concern of businesses  
looking into installing sprinkler systems is the fear that they will discharge acci-
dentally, causing unnecessary water damage. However, sprinkler systems are  
designed in such a way that this accidental discharge rarely occurs. Sprinkler  
systems that accidentally discharge have typically been exposed to extreme heat or 
have been damaged (Tremblay and McCarthy 2002).  

3.5 Foam Water System 

It is a special application system, discharging a mixture of water and low expan-
sion foam concentrate, resulting in a foam spray from the sprinkler. These systems 
are usually used with special hazards occupancies associated with high challenge 
fires, such as flammable liquids, and airport hangars. Operation is as described 
above, depending on the system type into which the foam is injected. 

3.6 Water Spray System 

It is operationally identical to a deluge system, but the piping and discharge nozzle 
spray patterns are designed to protect a uniquely configured hazard, usually being 
three-dimensional components or equipment (i.e., as opposed to a deluge system, 
which is designed to cover the horizontal floor area of a room). The nozzles used 
may not be listed fire sprinklers, and are usually selected for a specific spray pat-
tern to conform to the three-dimensional nature of the hazard (e.g., typical spray 
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patterns being oval, fan, full circle, narrow jet). Examples of hazards protected by 
water spray systems are electrical transformers containing oil for cooling or turbo-
generator bearings. Water spray systems can also be used externally on the surfac-
es of tanks containing flammable liquids or gases (such as hydrogen). Here the 
water spray is intended to cool the tank and its contents to prevent tank r 
upture/explosion (BLEVE) and fire spread. 

3.7 Water Spray System 

It is used for special applications in which it is decided that creating a heat absor-
bent vapor is the primary objective. This type of system is typically used where 
water damage may be a concern, or where water supplies are limited. Water mist 
is defined as a water spray with a droplet size of less than 1000 microns at the 
minimum operation pressure of the discharge nozzle. The droplet size can be con-
trolled by the adjusting discharge pressure through a nozzle of a fixed orifice size. 
By creating a mist, and equal volume of water will create a larger total surface 
area exposed to the fire. The larger total surface area better facilitates the transfer 
of heat, thus allowing more water droplets to turn to steam more quickly. A water 
mist, which absorbs more heat than water per unit time, will more effectively cool 
the room, thus reducing the temperature of the flame. Water mist systems can op-
erate with the same functionality as deluge, wet pipe, dry pipe, or pre-action  
systems. The difference is that a water mist system uses a compressed gas as an 
atomizing medium, which is pumped through the sprinkler pipe.  

4 Sprinkler System Design and Components 

A fire sprinkler system is an active fire protection measure, consisting of a water 
supply system, providing adequate pressure and flow rate to a water distribution 
piping system, onto which fire sprinklers are connected. In this paper the system is 
designed for a small prototype for pilot scale building. The system consists of 
hardware and software systems. 

4.1 Hardware Design and Construction 

The hardware system consists of a small home with three rooms where smoke and 
heat sensors, fans and sprinkler nozzle are installed in each room as shown in  
figure 1. The sensors and other components are connected to the microcontroller 
through some circuitry as shown in figure 2.  
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Fig. 1 The prototype of a small home  

 

Fig. 2 The circuit diagram for the system 

The overall system consists of a PIC microcontroller, LM35 series are precision 
integrated circuit temperature sensors, relays, light-emitting diodes, booster pump, 
solenoid valve, smoke detectors, air fans, push buttons, sprinkler nozzles and an 
emergency key.   
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4.2 The Operation Procedures 

The system starts by reading the status of heat and smoke sensors. If anyone the 
smoke detectors is triggered or heat sensors provided a reading above 60˚ C, then 
the microcontrollers will send signals to turn on room lamp, triggers the alarm, 
flashing light and on the air fans to suck smokes outside the building. The system 
then will take some time delay for few seconds before it triggers the pump and so-
lenoid valve to pump the water to fight the fire through the sprinkler nozzle. Once 
the smoking alarm goes off and temperature goes dawn, the system will take delay 
fore few seconds before it switches off the water pump and the alarm. Figure 3 
shows the flowchart of the proposed technique.  

 

 

Fig. 3 The flowchart of the proposed technique 
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5 Conclusion 

The automatic window cleaning robot has been successfully designed and fabri-
cated. The system works automatically and manually. However, if the sensor 
didn't work or was late in reaction, the manual emergency switch which is usually 
installed inside the building and is used to operate the fire system manually. The 
system consists of a number of devices, which are interconnected to perform the 
required task. The components used in this work are simple and cheap. The soft-
ware programming is simple and can be modified and implemented easily. The 
automatic sprinkler system is an effective means to control fires in enclosed areas. 
In general the system works adequately as anticipated in the design process. The 
idea of mechatronics engineering can be seen where some of engineering display 
were encompassed in the system 
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Abstract. To solve the problems of empty return and storage of empty containers 
(cost, safety) and for economic and environmental benefit, the new adjustable 
length container is the solution which should be able to increase or reduce its vo-
lume autonomously and in a few minutes. This will reduce the cost of transporting 
empty containers while respecting the standards containers in force size, strength, 
and devices used for handling and securing the means of road or rail shipping. 

This container will be the feature of reconfigurable and compactable in length 
so as to reduce its volume vacuum and thus to optimize its size, storage, transport 
(land and sea). 

Study the behavior of a lightweight material selected under monotonic loading 
in different environments and service (high and low temperatures, humidity, shock 
...) containers in their new form. 

Keywords: container, adjustable, son container, mother container, lightweight 
material, monotonic loading, intermodal transport. 

1 Introduction 

Since 1956 the year of the container invention we are living a revolution in our 
life. The container made shipping very cheap, and by doing so changed the shape 
of the world economy. 

The total cost of a container multimodal transport includes land transport and 
also the transport of the empty container[1]. Cost transport depends on volume  
of goods and this rule is available for container transport. Transporting a full  
container seems cost-efficient, while moving and storing an empty one certainly is 
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not. Cont’able presents solution for this. A certified adjustable container made 
with composite material is currently being developed. The new container made of 
composite material with corrosion resistance  weighs 25  % less than a steel con-
tainer and can be transformed from a 20 feet to a 40 feet container in few minutes. 
Many advantages results from the new design of the container. It will be adapted 
to the needs of transporter. Secondly when the container is empty so we can re-
duce the volume to became a 20 feet container and for land transport, it well be 
carried by a middle size truck and we don’t need a trailer. Thirdly loading of the 
new container will be easier.  in fact we can reduce time of loading empty con-
tainer in ships. 

As a result all stakeholders in the international transport chain will find interest 
and in particular: 

-          Chargers: exporters, importers, manufactures, distributors 
-          Shipping companies; maritime carriers: “deep sea”; “Short sea” carriers. 
-          Road carriers 
-          Intermodal operators. 
-          Port authority with less space for storing. 
-          Control authority such as customs administration with non intrusive  

control (scan). 

2 Scientific Context  

The innovative project called "Cont'able" and which is the subject of our research 
is to design and manufacture a new type or model container ISO-compliant stan-
dards used for multimodal transport of goods. 
This container will be the feature of reconfigurable and compactable in length so 
as to reduce its volume vacuum and thus to optimize its size, storage, transport 
(land and sea). 

The PhD project aims to study the behavior of a lightweight material selected 
under monotonic loading in different environments and service environments 
(high and low temperatures, humidity, shock ...) containers in their new form  
(Fig 1). 

The use of a composite material we will firstly a reduction in weight of the va-
cuum container [2,5] and also facilitates the movement of these two removable 
compartments. 

So we will have a lighter container (up to 25% weight gain) and the loading ca-
pacity of container ships increased in terms number of containers that transport. 
An important aspect to note is made that the new container helps preserve the en-
vironment by reducing the number of empty trips thereby reducing CO2 emissions 
into the atmosphere. (Divide by at least two empty journeys).  
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Fig. 1 Technical solution 

1 :fixed block length of 20 feet. 
2: left mobile compartment                                  
3: right mobile compartment  
 

The curb weight of a conventional 40-feet container varies between 3.5 and 4.5 
tones and that depending on the year of construction and the manufacturer [6]. For 
our model we hope does not exceed 4.5 tones for the first phase and 3.5 tons for 
the second phase , that is to say after using components and lighter composite ma-
terials. The use of other materials must reflect a different stress resistance of the 
roof of the container and which is equal to 300 kg on a surface of 60 cm * 30 cm . 

Indeed, in practice the containers are stacked on top of each other and may  
have a situation where the container will have to bear the weight of other 4 or 5 
containers. 

The lifetime of a conventional container is 15 years. From our model would be 
made with mechanisms and mechanical equipment, is provided for a service life 
of 10 years this model . 

The average loading capacity of conventional containers of 20 feet or 40 feet  
by weight are respectively 27 and 30 tones and maximum values were 29  
and 32 tons. 

3 Steel Adjustable Container Design 

3.1 Design of Different Parts 

The innovative container consists of a central element, characterized in that  
said central member comprises a fixed central portion (mother container) corres-
ponding to an ISO container of 20 feet dimension and two integral parts  
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(son containers) of the fixed central part, movable in the lengthwise and deploya-
ble on either side of the central fixed part, and allowing the processing dimension 
of the container 20 feet container 40 feet in dimension. Fig 2 

 

 

Fig. 2 Sketch of the technical solution 

1 :fixed block length of 20 feet. 
2: left mobile compartment                                  
3: right mobile compartment  
 

A solution is proposed for this system variable structure. The following images 
show the different views for a 3D model.Fig 3 

 

 

Fig. 3 3D view of adjustable container 
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In the following two cases, the adjustable container has external  standardized 
dimensions ISO 668: 

 
• The closed cases (20 feet container) 6058 x 2438 x 2591 mm,(Fig 4) 

 

 

Fig. 4 Adjustable closed container case (20 feet) 

•   The open cases (40 feet container) 12192 x 2438 x 2591 mm.(Fig 5) 

The lengths of the adjustable container consider a real challenge as the standard 
length of the  40 feet container larger than the 20 feet container. So we had to de-
sign an appropriate solution find all the dimensions in both cases. 

 

 

Fig. 5 Adjustable opened container case (40 feet) 

a. Mother Container: 

The fixed central container called mother container, has dimensions 6058 x 2438 x 
2591 mm and has a wooden floor which treated and resistant (eg Mahogany). A 
guide-spring system is used to position the floor on two different levels. The 
mother container is steel S355MC and the eight corners are made of carbon steel 
alloy. Fig 6 
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Fig. 6 Mother container 

b. Son Container:  

A 145 mm long portion of each son container remains inside the mother container 
to improve the strength, insulation, sealing and weaken the vibration.(Fig 7) 

To improve the sealing is provided the use of the rubber seals and small pipes to 
drain water from the rooftops. Each son container must bear a load of 7 tons of 
goods. 

 

Fig. 7 Son container 

4 Choice of Materials 

The framework and the plates of adjustable container are in stainless steel 
X30Cr13. 

In order to maintain son container, six guide tube in steel X30Cr13 are added (4 
down and 2 in the roof). 

Conventional doors and corners of containers son are in Aluminum Alloy 
AlMn1Mg1 3.0526 (EN-AW 3004) because we want to get the lightest possible of 
container son. 



www.manaraa.com

A New Design of an Adjusta 

 

The following table d
adjustable container (Tab 

Table 1 Summary table for c

Compon
mother co
Son conta
The moth
The son f
Coins  

 
The corners of the con

material are chosen with 
corners. 

5 Numerical Val

Son Container in Storag

The container must wit
The maximum unit loa
The forces applied are 
- The force applied on 
- The force applied on 
- limit conditions: 4 low

Von Mises Result: The
+08 N /m (Fig. 8) which 
+08 N / m²). 

The son container is re
 

Fig. 8 Von Mises criterion fo

able Length Container with a New Lighter Material  5

describes the choice of material for each component o
1). 

choice of material 

ent Material 
ontainer  Steel S355MC 
ainer  Stainless steel X30Cr13 
her floor treated wood  
floor Aluminum Alloy 3004 

Carbon Steel AISI 4340 

ntainer mother are in carbon-steel alloy. The AISI 434
a high yield because the handling is carried out at thes

lidation of Model: Strength of Materials  

ge 

thstand a load of 4 containers above for shipping. 
ad container is 24T 
as follows: 
the corners: (24T*4)/2=56 Tons. 
the son floor: 6 Tons 
wer tubes and the son floor are fixed 

e maximum value of the Von Mises criterion is 5.05 
is below the yield strength of the steel selected (7.85 

sistant against the maximum load during storage.  

 

or storage 

57

of  

40 
se 

E 
E 



www.manaraa.com

58  

 

The displacement at the
Fig 9. This maximum disp
formation is obviously still

 

Fig. 9 Translation nodes for 

Son container in handlin

- The force applied
- limit conditions: 

Von Mises Result: The 
over the entire structure w
tubes (Fig 10). Deformati
the load handling. 

Fig. 10 Von Mises criterion 

The displacement at th
ture Fig 11. This maximu
located at floor level. T
according to the Von Mis

A. Abdallah et a

e nodes of the container is as shown in the following pictu
placement is 4.62mm and is located at coins level. This d
l in the elastic range according to the Von Mises criterion. 

 

storage 

ng 

d is 6 tons on the floor. 
6 guide tubes are fixed 

deformations of container son in handling are distribute
with a maximum value of 1.15 E +08 N/m in the lowe
ions remain in the elastic range and structure withstand

 

for handling 

he nodes of the container is as shown in the following pic
um displacement is 0.608mm due to the bending and 

This deformation is obviously still in the elastic rang
es criterion. 

al.

ure 
de-

ed 
er 
ds 

c-
is 

ge  



www.manaraa.com

A New Design of an Adjusta 

 

Fig. 11 Translation nodes fo

Mother Container in Sto

The container must withs
imum unit load container 

The forces applied are 
- The force applied on 
- limit conditions: moth

Von Mises Result: The
+08 N /m (Fig. 12) which
+08 N / m²) of the Steel S

 

Fig. 12 Von Mises criterion 

6 Mobility of Tw

The mobility of tow son c
can be done with a single
(truck, forklift ...)Fig 13 

able Length Container with a New Lighter Material  5

 

r handling 

orage 

tand a load of 4 containers above for shipping. The max
is 24T. 
as follows: 
the corners: (24T*4)=46 Tons. 
her floor is fixed 

e maximum value of the Von Mises criterion is 2.04 
h is below the yield strength of the steel selected (3.55 

S355MC. (Fig 12).  

 

for mother container 

wo Son Container 

container for the case retractable containers on both side
e shot manually or with the assistance of a vehicle [3,4

59

x-

E 
E 

es 
4] 



www.manaraa.com

60 A. Abdallah et al. 

 

 

Fig. 13 Technical solution of mobility 

7 Problem and Work Objectives of the Phd Subject to Come 

Specifically the invention is to design a 40-feet container consists of a fixed and 
solid core with the same properties , characteristics and load capacity than current 
container 20 feet and on the market (or a container 20 and feet of height equal to 
that of a High Cube container ) . 

Thus, for our topic and thesis , the first phase of work will keep on steel as consti-
tuent material and then after scientific validation (analytical modeling ) and experi-
mental including the construction of a functional prototype , we will develop a ma-
terial composite lighter construction for the two moving parts . This is our second 
stage of labor. This weight gain on the one hand allow a weight reduction of the va-
cuum container and also facilitates the movement of these two removable compart-
ments . This is the principle of optimization or optimal allocation of resources need 
to use the same constituent material for parts whose mechanical properties and resis-
tance requirements (mechanical, thermal , shock, corrosion has ) are different , the 
central portion will bear most of the weight . So we will have a lighter container  
( up to 25% weight gain) but with the same weight capacity and volume than a  
conventional container. 

8 Expected Value (Socio-Economic Impact, ...) 

The new container is designed that the chargers would not change their habits or 
invests in new equipments or material. With a potential price tag three times that a 
traditional container investor on the green label container well have a return on  
investment after 18 months approximately. The new container will stimulate the 
intermodal - multimodal transport in by so we will reduce logistic costs, environ-
ment impacts, decrease using trucks and land transport in general. 
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The use of a composite material we will firstly a reduction in weight of the  
vacuum container and also facilitates the movement of these two removable  
compartments. 

So we will have a lighter container (up to 25% weight gain) and the loading  
capacity of container ships increased in terms number of containers that transport. 

An important aspect to note is made that the new container helps preserve the 
environment by reducing the number of empty trips thereby reducing CO2 emis-
sions into the atmosphere. (Divide by at least two empty journeys). 

9 Conclusion 

The proposed solution of adjustable container (20 feet and 40 feet) respects the ex-
ternal dimensions of the ISO 668 standard. It supports a total load of 24 tones and 
the additional mass of the system. 

The proposed work in this container is 100% manufacturable. Certainly, work-
ing with the expertise of the manufacturer optimizes the final version of this ad-
justable container. 
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Abstract. Given its economical and technical benefits, the assembly sequence 
planning remains an indispensable process during the life-cycle of a mechanical 
product. Many approaches and methods had been proposed to design and optimize 
the assembly sequences of a mechanical product. Moreover and in order to be 
more efficient, many researchers adopted integrated solutions to the CAD systems. 
In this paper an approach using a collision study and permitting the generation of 
the assembly sequences planning of a mechanism is proposed. The collision test is 
performed by the use of both the API and the interference test tool of the CAD 
software. Driven by the obtained results and the collected data from the CAD  
assembly file, the developed algorithm determines only feasible sequences. 

Keywords: ASP, assembly model, integrated design, collision study. 

1 Introduction 

The assembly sequence planning (ASP) is an innovative concept which allows the 
improvement of the assembly design. The ASP offers many economical and tech-
nical advantages such as the control of the production costs and the improvement 
of the maintenance processes. Given its advantages, the ASP problem has taken its 
place into the life-cycle of mechanical products and it has been the subject of 
many research works. 

In the literature, several works have been proposed to generate and/or to opti-
mize the assembly plans using various methods such as graphs, questions, heuris-
tics and geometric reasoning based approaches. The methods based on geometric 
reasoning, employ generally an interference analysis to carry out or to check the 
feasibility of the assembly plans. Some relevant examples of contributions about 
this object are as follows: Dini and Santochi are the firsts to propose an approach 
which uses interference matrices (Dini and Santochi 1992). This method, allows 
the detection of subassemblies based on the product’s interference, contact, and 
connection matrices. Dini and Santochi modelled the interferences through six 
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matrices according to ±X, ±Y and ±Z axes. Huang et al. proposed an improved 
method to generate disassembly sequences based on the interference matrices 
(Huang et al. 2002). Ciszak proposed an approach which combines the theory of 
graphs, heuristics algorithms and collision matrix to generate and simulate ASP 
(Ciszak 2012). Liu et al. developed an integrated approach to CAD system which 
carries out the disassembly sequences using the interference matrix and calcula-
tion of the disassembly constraint degree of components (Liu et al. 2013). The 
proposed method allows the inspection of the manoeuvrability of the assembly 
tool, however, it’s limited to X,Y and Z axes. Viganò and Gómez proposed an 
automatic method based on the contacts and interferences data acquired from the 
assembly model (Viganò and Gómez 2013). The proposed approach generates at 
least a feasible solution. The cited contributions above are based on Dini and San-
tochi interference matrices which are restricted to the three axes of the coordinate 
system. Hu et al. proposed an integrated method which determines the disassem-
bly paths by using the information extracted from the mating features of compo-
nents (Hu et al. 2002). This method uses an interference test to check the non-
presence of collision during the disassembly of components. 

In this work, an automatic approach integrated to CAD system which generates 
feasible assembly sequences based on collision study is presented. The different 
stages of the developed approach are explained through an illustrative example.  

2 Collision Study 

The collision study is performed in order to describe spatial relations between 
components by identifying any obstacles which may be present in the assembly 
path. In this work, each component of the mechanical assembly is moved by a 
translational displacement to simulate its disassembly. During this movement, the 
analyzed component may collide with other elements of the mechanism. In this 
case, the names of the interfering elements are retrieved and saved. When the 
component arrives at the final point of displacement, it returned to its initial posi-
tion in order to be analyzed in another direction. This procedure is repeated with 
all components of mechanism. 

Figure 1 shows an illustrative example used to explain the developed algorithm. 
The considered mechanism is an air starting valve composed of ten components. 
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Fig. 1 Illustrative example: Air starting valve 

2.1 Assembly Directions 

The collision study is performed according to defined directions which are specif-
ics to each component. In the literature, approaches based on interference study 
use interference matrices in which the components are tested along the ±X, ±Y, 
and ±Z axis of the coordinate system of the mechanical product. However, this 
method may constitute a limitation to generate ASP especially with the complex 
geometry mechanism. As an example, the component “Connector” of the illustra-
tive mechanism, can be assembled along the Δ axis which is an inclined axis 
specified by the director vector U (Fig. 2). 

Where  U 0,92x  0,39z 

 

Fig. 2 Example of inclined assembly direction 
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To ensure accurate results and to be compatible with any component having 
specific shapes, the collision test is carried out along directions deduced from the 
assembly constraints "mates" of the CAD model. The algorithm of identification 
of assembly directions is illustrated by the flowchart in the figure 3. The main idea 
of the proposed algorithm is the analysis of the contact type and the director vector 
of assembly constraints. 

 

Fig. 3 Flowchart of directions identification algorithm 
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2.2 Collision Results 

Given the diversity, each component can have a different set of possible assembly 
directions according to its geometric position. The results of the approaches based 
on Dini and Santochi method, are presented in six interference matrices. Differ-
ently to the previous cited approaches, the developed approach presents the results 
as tables. Each table, representing the collisions results for a specific component, 
contains the interfering elements according to directions of the analysed compo-
nent. Table 1 presents an example of the connector collision study of illustrative 
example. As it can be noticed, the connector collides with body, spindle, bushing 
and upper housing according to Δ axis. 

Table 1 Collision results of component “Connector” 

Component name Connector 
Direction [i, j, k] [0,92, 0, 0,39] [-0,92, 0, -0,39] 

Interfering compo-
nents names 

 Body 

 Spindle 

 Bushing 

 Upper housing 

3 Assembly Sequence Generation Process 

To generate ASP, the developed algorithm begins by the calculation of a score to 
each component. These scores will be used for identification of the base element 
and to rank components. Subsequently, the algorithm searches the sequences 
based on geometric reasoning which uses the contact relationship between com-
ponents and the collision results. 

3.1 Scores Components Calculation 

Given the lack of information about the precedence relationships, a score calcula-
tion for each component was proposed. The component score is calculated via the 
volume, area and the number of relationships. 

The calculated scores serve in the first step to define the base component on 
which most elements will be assembled. In fact, the base component must have 
the higher score and can’t be a fastener element. In a second stage, those scores 
will be used by the ASP algorithm for the components’ ordering. The algorithm of 
scores calculation and base component identification is presented by the flowchart 
in figure 4. 

For a component Cpi, the score Sci is calculated according to formula (1) Sc  0,35. VV  0,35. AA  0,3. Nb (1) 
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where 
- Vi and Ai are respectively the volume and area of the component Cpi, 
- Va and Aa are respectively the average volume and area of components 

constituting the assembly, 
- Nb represents the number of relationships of component Cpi 

 

 

Fig. 4 Algorithm of scores components calculation and base identification 

3.2 Assembly Sequences 

Once the collision study is accomplished the ASP algorithm, presented by the 
flowchart in figure 5, begins by the scores calculation process. Thereby, all com-
ponents are sorted in decreasing order according to their scores then the base 
component is identified. Therefore, the algorithm selects the related components 
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with the base component respecting the score order. For each related component, 
the algorithm analyses the possible assembly directions (presented in section 2.1). 
If the checked direction doesn’t present an assembled element, then, it‘s consid-
ered as an assembly direction for the present component. Once all component re-
lated to the base are assembled, the algorithm denotes an assembled component as 
a new base component by respecting the descending order of scores. This proce-
dure is repeated until all components are processed. 

In some cases, a component with lower score must be assembled before another 
having a higher one. When the algorithm detects the impossibility of assembling a 
component, it changes the order of the concerned element and re-executes the  
procedure until solving the problem.  

On the illustrative example, the calculated scores are presented in table 2. The 
base component is the body (5). The algorithm begins by assembling components 
related to this element by respecting the descending order of scores. During this 
process, a case of impossible assembly was detected. A demonstration to solve 
this problem is explained as follows: 

 
Step1: (5) 

Step2: (5) → (3) 

Step3: (5) → (3) → (10) 

Step4: (5) → (3) → (10) → (7): Component (7) can’t be assembled ⇒ Impossible 
sequence ⇒ Permutation of (7) with (10) and re-execute the ASP  
algorithm. 

Step5: (5) → (3) → (7) → (10) → (6): Component (6) can’t be assembled ⇒ Im-
possible sequence ⇒ Permutation of (6) with (10) and re-execute the ASP 
algorithm. 

Step6: (5) → (3) → (7) → (6) → (10) → (4) Component (4) can’t be assembled 
⇒ Impossible sequence ⇒ Permutation of (4) with (10) and re-execute the 
ASP algorithm. 

Step7: (5) → (3) → (7) → (6) → (4): Component (4) can’t be assembled ⇒ Im-
possible sequence ⇒ Permutation of (4) with (6) and re-execute the ASP 
algorithm. 

Step8: (5) → (3) → (7) → (4): Component (4) can’t be assembled ⇒ Impossible 
sequence ⇒ Permutation of (4) with (7) and re-execute the ASP algorithm. 

Step9: (5) → (3) → (4): Component (4) can’t be assembled ⇒ Impossible se-
quence ⇒ Permutation of (4) with (3) and re-execute the ASP algorithm. 

Step10: (5) → (4) → (3) → (7) 

After a few iterations, the final result of the air starting valve is presented by  
figure 6. 
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Fig. 5 General algorithm of assembly sequence generation 

 



www.manaraa.com

Integrated CAD Approach fo 

 

Table 2 Calculated scores of

 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Fig. 6 ASP results of the air 
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Abstract. In this study, the effects of cutting speed, feed rate and depth of cut on 
surface roughness in the hard turning were experimentally investigated. AISI 4140 
steel was hardened to (56 HRC) .The cutting tool used was an uncoated 
AL2O3/TiC mixed ceramics which is approximately composed of 70% of AL2O3 
and 30% of TiC. Three factor (cutting speed, feed rate and depth of cut) and three-
level factorial experiment designs completed with a statistical analysis of variance 
(ANOVA) were performed. Mathematical model for surface roughness was de-
veloped using the response surface methodology (RSM) associated with response 
optimization technique and composite desirability was used to find optimum val-
ues of machining parameters with respect to objectives surface roughness. The re-
sults have revealed that the effect of feed is more pronounced than the effects of 
cutting speed and depth of cut, on the surface roughness. However, a higher cut-
ting speed improves the surface finish. In addition, a good agreement between the 
predicted and measured surface roughness was observed. Therefore, the developed 
model can be effectively used to predict the surface roughness on the machining 
of AISI 4140 steel with in 95% confidence intervals ranges of conditions studied. 

Keywords: Hard turning, Surface roughness prediction, Response surface metho-
dology (RSM), Ceramic tool, ANOVA, desirability. 

1 Introduction 

The surface roughness of machined parts is a significant design specification that 
is known to have considerable influence on properties such as wear resistance and 
fatigue strength. The quality of the surface is a factor of importance in the evalua-
tion of machine tool productivity. Hence it is important to achieve a consistent tol-
erance and surface finish. When surface finish becomes the main criteria  
in the quality control department, the productivity of the metal cutting operation  
is limited by the surface quality. According to (Palanikumar.k et al 2008) and 
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(Thomas TR 1981), surface finish can be characterised by various parameters. The 
various roughness height parameters such as arithmetic average roughness average 
(Ra), maximum height of peaks (Rp), root mean square (Rq), maximum height of 
the profile (Rt) and mean of the third point height (RЗz) can be closely correlated. 
The present study uses average roughness (Ra) for the characterisation of surface 
roughness, being that used most widely in the industry for specifying surface 
roughness. Response Surface Method (RSM) is an empirical modeling approach 
for determining the relation ship between various process parameters and the re-
sponses with the various desired criteria, by means of which we can further search 
the significance of these process parameters on the coupled responses. It is a se-
quential experimentation strategy for building and optimizing the empirical model. 
Therefore, RSM is a collection of mathematical and statistical procedures that are 
useful for the modeling and the analysis of problems in which response of demand 
is affected by several variables and the objective is to optimize this response  
( Montgomery D C 2001). Through using the design of experiments and applying 
regression analysis, the modeling of the desiring response to several independent 
input variables can be gained. Consequentially, the RSM is utilized to describe 
and identify with a great accuracy, the influence of the interactions of different in-
dependent variables on the response when they are varied simultaneously. In addi-
tion, it is one of the most widely used methods to solve the optimization problem 
in the manufacturing environments as studied by (York Puri A B et al 2005), (Oz-
celik B et al 2005)] Most of the previous investigators have studied the effect of 
cutting variables such as speed, feed and depth of cut using response surface 
methodology has been widely reported in literature ((Choudhury L A 1997), (Ar-
bizu I P et al 2003), (Dabnun M A 2003), (Sahin Y et al 2003), (Cakir M C et al 
2009), (Hessainia Z et al 2013), (Kribes N et al 2012)). In this paper, an experi-
mental contribution that focuses on prediction and optimization of surface rough-
ness during hard turning of AISI 4140 steel with Al2O3 + TiC mixed ceramic tool, 
using response surface methodology is presented. The ANOVA involve the effects 
of cutting parameters (cutting speed, feed rate and depth of cut). 

2 Experimental Procedure  

2.1 Equipment and Materials  

The goal of this experimental work was to investigate the effects of cutting  
parameters on surface roughness, and to establish a correlation between them.  
In order for this cutting speed, feed rate and depth of cut were chosen as process 
parameters.  

The work material was AISI 4140 steel in the form of round bars with 74mm in 
diameter and 380mm in length. The work material was hardened and tempered to 
56 HRC. Chemical composition of work material is as follows: 0.42% C; 0.25% 
Si, 0.08% Mn; 0.018% S; 0.013% P; 0.021% Ni; 0.022% Cu; 1.08% Cr; 0.004% 
V; 0.209% Mo; 96.95% Fe. 
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The cutting tests were conducted in dry conditions using a universal lathe type 
SN40 with 6,6KW spindle power. 

The cutting tool used was uncoated AL2O3 + TiC mixed ceramic which is ap-
proximately composed of 70% of AL2O3 and 30% of TiC. Mixed ceramic tool, 
type SNGA120408T01020 was clamped onto a tool holder with a designation of 
PSBNR 25×25K12, its geometry is as follows -6° rake angle, 6°clearance angle, -
6° inclination angle and 75° approach angle, nose radius of 0.8mm. 

Surface roughness measurements were performed by using a Surftest 201 Mitu-
toyo with a cut-off length of 0,8mm and sampling length of 5mm. (Fig 1) 

 

 

Fig. 1 (a) Surftest 201 Mitutoyo, (b) Expérimental configuration for measuring surface 
roughness 

Three levels were specified for each of the factors as indicated in Table 1. A rando-
mized schedule of runs was created using the design of experiment shown in Table 2. 

Table 1 Attribution of the levels to the factors  

Level Cuttingspeed,         
Vc (m/min) 

Feed rate,              
f (mm/rev) 

Depth of cut,   
ap (mm) 

1 (low) 90 0.08 0.15 
2 (medium) 120 0.12 0.30 
3 (high) 180 0.16 0.45 

2.2 Design of Experiments  

The response surface methodology (RSM) is a procedure for determining the rela-
tionship between the independent process parameters with the desired response 
and exploring the effect of these parameters on responses, including six steps 
(Gained V N et al 2009). 
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These are, (1) define the independent input variables and the desired responses 
with the design constants, (2) adopt an experimental design plan, (3) perform re-
gression analysis with the quadratic model of RSM, (4) calculate the statistical 
analysis of variance (ANOVA) for the independent input variables in order to find 
which parameter significantly affects the desired response, then, (5) determine the 
situation of the quadratic model of RSM and decide whether the model of RSM 
needs screening variables or not and finally, (6) optimize and conduct confirma-
tion experiment and verify thes predicted performance characteristics.  

In the current study, the relationship between the inputs, called the cutting con-
ditions such as cutting speed (Vc), feed rate (f) and depth of cut (ap) and the out 
put Y define as a machinability aspect for cutting forces and surface roughness is 
given as: 
 

ijeapfVcFY += ),,(
 

 
Where Y is the desired machinability aspect and F is proposed by using a non-

linear quadratic mathematical model, which is suitable for studying the interaction 
effects of process parameters on machinability characteristics.  

In the present work, the RMS based second order mathematical model is given 
by [15]: 
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Table 2 Design layout and experimental results(Hessainia Z 2014) 

Run 
 

  Coded factors Actual factors        Surface roughness (μm) 
X1 X2 X3 Vc f ap Observed Predicted % 

    (m/min) (mm/rev) (mm) Value Value Error 
01 -1 -1 1 90 0.08 0.45 0.43 0.44 -2.32 
02 1 0 1 180 0.12 0.45 0.49 0.49 0.00 
03 1 0 0 90 0.12 0.30 0.66 0.64 3.03 
04 -1 0 -1 90 0.12 0.15 0.64 0.62 3.12 
05 -1 -1 -1 90 0.08 0.15 0.39 0.39 0.00 
06 1 1 0 180 0.16 0.30 0.53 0.52 1.88 
07 1 -1 0 180 0.08 0.30 0.32 0.31 3.12 
08 0 -1 0 120 0.08 0.30 0.35 0.34 2.85 
09 -1 1 1 90 0.16 0.45 0.78 0.77 1.28 
10 0 -1 1 120 0.08 0.45 0.37 0.36 2.70 
11 -1 1 -1 90 0.16 0.15 0.72 0.72 0.00 
12 0 1 0 120 0.16 0.30 0.63 0.62 1.58 
13 1 -1 1 180 0.08 0.45 0.34 0.33 2.94 
14 1 -1 -1 180 0.08 0.15 0.30 0.30 0.00 
15 1 1 -1 180 0.16 0.15 0.51 0.50 1.96 
16 1 0 -1 180 0.12 0.15 0.46 0.46 0.00 

(1) 
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Table 3 (continued) 

17 -1 0 1 90 0.12 0.45 0.68 0.66 2.94 
18 0 0 0 120 0.12 0.30 0.54 0.54 0.00 
19 0 -1 -1 120 0.08 0.15 0.33 0.32 3.03 
20 1 0 0 180 0.12 0.30 0.47 0.47 0.00 
21 1 1 1 180 0.16 0.45 0.55 0.54 1.81 
22 0 0 1 120 0.12 0.45 0.56 0.56 0.00 
23 0 1 -1 120 0.16 0.15 0.62 0.61 1.61 
24 -1 -1 0 90 0.08 0.30 0.41 0.41 0.00 
25 0 0 -1 120 0.12 0.15 0.51 0.52 -1.96 
26 0 1 1 120 0.16 0.45 0.64 0.65 -1.56 
27 -1 1 0 90 0.16 0.30 0.74 0.75 -1.35 
 
Where ao is constant, ai, aii, and aij represent the coefficients of linear, quadrat-

ic and cross product terms, respectively. Xi reveals the coded variables that cor-
respond to the studied machining parameters. The coded variables Xi,i = 1,2,3 are 
obtained from the following transformation equations. 

Vc

VcoVc
X

Δ
−=1

 

f

fof
X

Δ
−=2

 

ap

apoap
X

Δ
−=3

 

Where X1, X2 and X3 are the coded values of parameters Vc, f and ap respec-
tively. Vco, fo and apo at zero level. ΔVc, Δf and Δap are the values of Vc, f, and 
ap, respectively.  

3 Data Analysis Results and Discussion 

The plan of the experiment was developed for assessing the influence of the cut-
ting speed (Vc), feed rate (f) and depth of cut (ap) on the surface roughness (Ra). 
Table 2 illustrates the experimental results for Ra. 

The ANOVA table in this study shows that all these five factors are significant 
well with p-value equal to zero. The variance ratio, denoted by F in ANOVA     
tables, is the ratio of the mean square due to a factor and the error mean square. In 
robust design F ratio can be used for qualitative understanding of the relative    
factor effects. A large value of F means that the effect of that factor is large com-
pared to the error variance. So, the larger value of F, the more important that    
factor i influencing the response. In present study, the most significant factor was 
feed rate with 353.27 F ratio and importance most of other factors based on the  F 
was quadratic effect of feed rate, interaction effect of cutting speed and feed rate, 

(3) 

(4) 

(5) 



www.manaraa.com

78 N. Kribes, Z. Hessainia, and M.A. Yallese 

 

quadratic and effect of cutting speed, respectively. The percentage of each factor 
contribution (P) on the total variation thus indicating the degree of influence on 
the result. After analyzing, it may be observed that the f factors (P ≈ 67.32%), the 
Vc (P ≈ 22.02 %) and the interaction Vc×Vc (P ≈ 2.32%), f×f (P ≈ 4.09%) also 
have considerable influence on the surface roughness, especially the feed rate fac-
tor this is a good agreement with the previous researchers’ works ((Choudhury L 
A 1997), (Arbizu I P et al 2003), (Dabnun M A 2003), (Sahin Y et al 2003),  
(Cakir M C et al 2009)). The ap factor, the interactions of ap×ap and Vc×ap do 
not present significative percentages of contribution on the obtained surface 
roughness (Ra).  

Design of Experiments 

Estimated regression coefficients for surface roughness using data in uncoded 
units are shown in Table 4. The quadratic model of response equation in terms of 
actual factors for surface roughness (Ra) is given below in Eq. (6).  

fVcfVc

apfVcRa

××−−×+
×++×−−=

−−

−−

2225

14

1071.1805.361051.2

1044.1508.14104.60438.0      (6) 

                                          
R2 value of the model is 99.5%, which shows that the model can explain 99.5% of 
total variations in surface roughness. 
The percentage error for each experimental run was calculated by the following 
relation 

100
exp

exp ×−=
alueerimentalv

aluepredictedvalueerimentalv
erroro

o           (7)                              

       
It is evident from the Table 2 that the error between the experimental value and 
predicted value is less than 5%.  

Table 4 Pearson correlation coefficient of parameters with (Ra)  

              Parameter                               Pearson correla-
tion coefficient 

Constant -0.04382 

Vc -0.00645 

f 14.5089 

ap 0.14497 

Vc×Vc 0.00002 
f×f -36,8056 

Vc×f -0.01716 
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4 Optimization of Response 

One of the most important aims of experiments related to manufacturing is to 
achieve the desired surface roughness of the optimal cutting parameters (Palani-
kumar K et al 2006), (Hessainia Z et al 2013). To this end, the response surface 
optimization is an ideal technique for determination of the best cutting parameters 
combination in turning. 

Here, the goal is to minimize surface roughness (Ra). To resolve this type of 
parameter design problem, an objective function, F(x), is defined as follows: 
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     DFxF −=)(  
Where di is the desirability defined for the i th targeted output and wi is the 

weighting of di.  
For a goal to search for a minimum, the desirability can be defined by the      

following formulas: 

                 1=di  if iLowi ≤Υ
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                 0=di  if  iHighi ≥Υ
 

Where the Yi is the found value of the i th output during optimization  
processes; the Lowi and the Highi are, respectively, the minimum and the maxi-
mum values of the experimental data for the i th output. In Eq. (9), wi is set to one 
since the di is equally important in this study. The DF is a combined desirability 
function (Myers R H et al 2002), and the objective is to choose an optimal setting 
that maximizes a combined desirability function DF, i.e., minimizes F(x). 

RSM optimization result for surface roughness parameter (Ra) is shown in  
Figure 2 and Table 5 are found to be cutting speed of 156.36 (m/min), feed rate of 
0.08 (mm/rev) and depth of cut of 0.15 (mm). The optimized surface roughness 
parameter is Ra = 0.28 µm. 

Table 5 Response optimization for surface roughness parameters  

Paramaters Goal Optimum combination Lower Target Upper Predicted 
reponse Vc f ap 

(m/mm) (mm/rev) (mm) 

Ra (µm) Minimum 156.36 0.08 0.15 0.30 0.30 0.78 0.28 

Desirability = 1 

Composite desirability = 1 
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Fig. 2 Response optimization plot for surface roughness parameter components 

5 Conclusion 

In this paper, the application of RSM on the hard turning of AISI 4140 steel with 
Al2O3/TiC mixed ceramic tool had carried out the mathematical model of the sur-
face roughness (Ra) so as to investigate the influences of machining parameters, 
for finding optimum value the following conclusions of research are as follows. 

The analysis of machining parameters using RSM technique has the advantage 
of investigating the influence of each machining parameter on the value of surface 
roughness. 

The surface roughness increases with the increase of feed rate and almost de-
creases with the increase of cutting speed. 

The best surface roughness was achieved at the lower feed rate and the highest 
cutting speed. 

Surface roughness model: the feed rate provides primary contribution and in-
fluence most significantly on the surface roughness with 67.32% contribution in 
the total variability of model whereas cutting speed has a secondary contribution 
of 22.02% in the model. Quadratic effect of feed rate, interaction effect of cutting 
speed and feed rate, quadratic effect of cutting speed provide secondary contribu-
tion and account for 4.09%, 2.34% and 2.32%, respectively. in the total variability 
of model. 

The results of ANOVA and the conducting confirmation experiments have 
proved that the mathematical model and predict value of surface roughness which 
is close to those readings recorded experimentally with a 95% confident interval. 

Using response optimization show that the optimal combination of machining 
parameters are cutting speed of 156.36 m/min, feed rate of 0.08 mm/rev, depth of 
cut of 0.15 mm. The optimized surface roughness parameter is Ra = 0.28 µm. 
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Abstract. This paper focuses on the development of a mathematical model of 
arithmetic mean heights of surface (Sa) in friction stir welded AA2017 aluminium 
alloy using Taguchi L8 orthogonal design of experiments and response surface 
methodology. Machining variables such as rotation speed, traverse speed and tool 
shoulder diameter are considered in building the model. 3D surface topographies 
are used to characterize the surface roughness. The analysis of variance results 
showed that all the welding parameters are statistically significant at 95 % 
confidence level. According to Main Factor Plots, an increase in the rotation speed 
decreases the surface roughness while any increase in the traverse speed or the 
tool diameter shoulder increases it. 

Keywords: Friction Stir Welding, Surface roughness state, Taguchi method, 
ANOVA, Response Surface Method. 

1 Introduction  

Friction-stir-welding (FSW) is a solid-state joining process without using filler 
metal developed by the Welding Institute in 1991. Compared to other welding 
processes, FSW is a more economical method that produces better mechanical 
properties of joints aluminium alloy and fewer weld defects such as cracks and 
porosity and lower residual stress. Therefore, this technique is useful to join 
aluminium alloys especially 2xxx and 7xxx series that are difficult to weld by 
traditional fusion processes. Among the 2xxx series aluminum alloy, AA2017 is 
most widely used in various industrial sectors; including in the construction, 
aerospace, aircraft and automotive industries due to its high strength, excellent 
fatigue and corrosion resistance. Thus, it has been selected as the workpiece 
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material in this study. In the manufacturing industry, the surface must be within 
certain limits of roughness to improve corrosion resistance and to reduce life cycle 
cost. This theory has been studied by (Hatamleh et al. 2009). In addition, (Jolu et 
al. 2011) also suggested that surface roughness is a kind of irregularity in welding 
operation responsible of many cases of fatigue crack initiation due to generated 
stress concentrations.  

Therefore, in the case of improving quality of surface roughness joints, many 
researchers are devoted to define the welding parameters and tool geometry 
leading to welded joints with optimum surface roughness. Recently, (Shigematsu 
et al. 2009) found that the rotation speed tool and traverse speed tool are very 
important parameters in controlling the surface morphology of the joint. Also, 
(Nejah 2011) suggested that surface roughness is a result of the geometry of the 
tool and feed rate. The results indicated that an increase in the ratio (transverse 
speed/rotational speed) improves the surface state.  

A number of studies were carried out to develop a mathematical relationship 
between the welding variables and mechanical properties of the joint by 
theoretical models and experimental design methodology. The optimal welding 
conditions were also determined. Nevertheless, (Palanivel et al. 2009) used 
response surface methodology and Taguchi method in order to estimate ultimate 
tensile strength of aluminium alloy AA6351 depending on rotation speed, traverse 
speed and axial force. Thus, (Aydin et al. 2010) studied the multi-response 
optimization of friction stir welding process for an optimal parametric 
combination to yield favorable tensile strength and elongation in terms of rotating 
speed, welding speed and tool shoulder diameter using the Taguchi based Grey 
relational analysis. Moreover, (Jung et al. 2007) developed mathematical models 
using response surface methodology and center composite design method to study 
the effects of parameters (welding speed, rotational speed and tilting angle of the 
tool tip) on the fatigue strength of the joints of AA6005-T5 alloy sheets.  

At last, through our search for works applying Taguchi method in friction stir 
welding, it appears that optimization of surface roughness in FSW of AA2017 
aluminium alloy using Taguchi Method and Response Surface Methodology have 
not been reported yet in literature. 

The overall aim of this research is to predict a mathematical model of 
arithmetic mean heights of surface (Sa) in friction stir welding of AA2017 
Aluminum alloy in terms of rotation speed tool, transverse speed, and tool 
shoulder diameter using Taguchi method and Response Surface Methodology.  

2 Experimental Work and Conditions  

2.1 Materials  

This study carried out using MOMAC milling machine, which had 7 kw spindle 
motor. The workpieces materials used were AA2017-T351 aluminum alloy plates 
in the form of 25x80x6 clamped on the machine milling table as shown in 
(fig.1.a). The chemical composition and mechanical properties of the base 
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material are presented in (Tables 1 and 2). The longitudinal direction of the FSW 
was perpendicular to the rolling direction of AA 2017 aluminium alloy. Butt 
welding configuration was followed to fabricate the joints (fig. 1.b).  

A rolling tool welding made of high carbon steel with conical threaded pin 
profile and concave shoulder was used in this work (fig. 1.c). The dimensions of 
the tool are shown in (Table 3). Tow specimens were prepared from each joint to 
evaluate the surface roughness. 

Table 1 Chemical compositions and mechanical proprieties of AA2017-T351  

Si Fe Cu Mn Mg Cr Zn Al 

0.20 à 0.80 0.7 3.5 à 4.5 0.40 à 1.0 0.40 à 1.0  0.1 0.25 Balance  

Table 2 Mechanical properties of the base plate AA2017-T351 alloy 

 

 

 

Table 3 Tools dimension 

 

 

 

 

 

 

Yield strength 

(MPa) 

Tensile strength 

(MPa) 

Elongation 

(%) 

Vickers Hardness 

(HV) 

380 450 12 125 

Process parameters Values 

 Tool shoulder diameter D(mm) 

 Pin diameter , d (mm) 

 Angle of taper pin(◦) 
 Pin length (mm), L (mm)  

 Tool inclined angle (◦) 
 Pitch of threaded pin (mm) 

 18 ; 22 

   6  

 β= 2° 

 5.7 

 3° 

 1.1 
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Fig. 1 Friction stir welding machine (a) The clamping devices, (b) Butt welding 
configuration and (c) welding tool shape 

2.2 Surfaces Roughness Measurements 

Surface roughness of welded joint is defined as the inherent irregularities of the 
work piece form circular holes affected by interaction tool/workpiece. The 
parameter used in this study to characterize surface roughness is the arithmetic 
mean heights of surface (Sa), which is given in (Eq. 1). In addition, the output 
process parameters were obtained using a 3D optical profilometer surface treated 
by software program MountainsMap. The layout of  

 Sa  |Z x, y |dx dy                                       (1) 

Where “a” is the surface taken for observation and “z” the ordinate of the surface 
roughness. 

2.3 Parameters Process  

The parameters selected for experimentation are tool rotational speed (N), traverse 
speed (T) and tool shoulder diameter (D) (Table 4).  
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Table 4 Friction stir welding parameters and their levels 

No. Parameters Notation Unit 
Levels 

Min Max 
1 Rotation speed N rpm 1280 1700 
2 Traverse speed T mm/min 67 86 
3 Tool Shoulder diameter D mm 18 22 

3 Analysis of Experimental Data  

3.1 Taguchi Method  

The Taguchi method is an experimental method used in to minimize the number 
of test compared with traditional techniques. It provides a predictive model for 
finding optimal configurations and the possibility to suggest quickly experimental 
results. The steps of Taguchi method as follows: 

1. Identification input and output parameters of study 
2. Selection of proper orthogonal array 
3. Analysis of variance (ANOVA) and S/N ratio 
4. Development of the mathematical model 
5. Identification of the influence of welding parameters on arithmetic mean 

heights of surface (Sa) 
6. Optimization of welding parameters  
7. Conclusion 

 

3.1.1 Orthogonal Arrays 

Three factors were studied in this research (rotational speed, traverse speed and 
shoulder diameter). Two levels of each factor were considered for optimum 
roughness surface of friction stir welded joints of AA2017 aluminium alloy. 
Therefore, an L8 Orthogonal Array was selected for this study (Table 5).  

Table 5 Experimental conditions and result 

Trial  
number 

Welding parameters Coding 
Surface 

 roughness S/N 
ratio 

 N(rpm) T(mm/min) D(mm) X1 X2 X3 Sa(μm) 
1 1280 67 18 -1 -1 -1 6.64 -16.44 
2 1280 67 22 -1 -1 1 12.30 -21.79 
3 1280 86 18 -1 1 -1 11.25 -20.90 
4 1280 86 22 -1 1 1 21.10 -26.48 
5 1700 67 18 1 -1 -1 3.61 -11.15 
6 1700 67 22 1 -1 1 6.91 -16.78 
7 1700 86 18 1 1 -1 5.81 -15.28 
8 1700 86 22 1 1 1 11.70 -21.36 
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3.1.2 Signal to Noise Ratio 

The goal of this research was to produce minimum arithmetic mean heights of 
surface (Sa) of the friction stir welded joint. A smaller (Sa) values represent the 
best surface roughness.  

In order to evaluate influence of input parameters (N,T and D) on response 
(Sa); the performance indicator correspondent for this study is the S/N ratio with a 
lower-the-better characteristic developed by Taguchi (Table 5).The ratio is given 
by the following equation: SN 10 log  ∑                                           (2) 

yi is the value of surface roughness for the ith test and n is the total number of the 
tests. 

3.1.3   Analysis of Variation ANOVA 

The Analysis of Variance(ANOVA) is a statistical method employed to determine 
the most significant FSW process parameter on output response characteristics 
(Sa) using Fisher Ratio test and P-value test with a significance level of P-
value<0.05. The ANOVA is calculated by using the statistical software, 
MINITAB 16. 

According to Table 6, rotation speed (N), traverse speed (T) and shoulder 
diameter (D) have a significantly affect the quality characteristic (Sa). The value 
of the F-ratio of the shoulder diameter is 18.82, followed respectively by rotation 
speed F-ratio=16.69 and traverse speed F-ratio=12.84. In addition, the P-value is 
less than 0.05. These factors have a statistically significant effect on (Sa) at the 
95% confidence level (Table 6).  

Table 6 ANOVA results for roughness surface 

Source Sum of Squares Df Mean Square F-Ratio P-Value 

N 67.6285 1 67.628 16.69 0.0150 

T 52.02 1 52.02 12.84 0.0231 

D 76.2613 1 76.2613 18.82 0.0123 

RESIDUAL 16.2109 4 4.0527   

TOTAL 212.121 7    
R2= 92.3577 % Standard Error of Est = 2.03 
Adjusted R2 = 86.626 % Mean absolute error = 1.22 
Df :Degrees of freedom, Mean squares :Fisher ratio, P :probability that exceeds the 95 % confidence level. 

 
The R-Squared statistic indicates that the model as fitted explains 92.35% of 

the variability in (Sa). The adjusted R-squared statistic, which is more suitable for 
comparing models with different numbers of independent variables, is 86.62%.  

The standard error of the estimate shows the standard deviation of the residuals 
to be 2.03. The mean absolute error of 1.22 is the average value of the residuals. 
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These results suggest that the developed model best fits to find the (Sa) of 
friction stir welded AA 2017 aluminium alloy (Table 6). 

4 Results and Discussion  

4.1 Surface Roughness Model  

The empirical model used to describe the output welding parameters (rotational 
speed, traverse speed and shoulder diameter) to the output process variable (Sa) is 
expressed as: Sa  K . N . T . D                                             (3) 

Whereas (Sa) is the predicted surface roughness (μm) and N, T, D are the input 
parameters. Application of logarithmic transformation linearizes the above 
nonlinear equation (Eq. 3). ln Rm  ln k  n ln N   m ln T   p ln D                      (4) 

Similarly, this model can be represented by this equation: y  β  β  x β   x  β   x                                      (5) 

Where, y= ln(Sa), x1=ln(N), x2=ln(T) and x3=ln(D)are the logarithms of the 
output and input parameters, respectively; β1, β2 and β3 are the corresponding 
coefficients.  

The empirical model of arithmetic mean heights of surface (Sa) is: 

 Sa μm   0,423 . N , . T , . D ,                                 (6) 

Table 7 Levels matrix 

Level Coding N(rpm) T(mm/min) D(mm) 
Min -1 1280 67 18 
Max 1 1700 86 22 

4.2 Influence of Welding Parameters on Surface Roughness (Sa) 

4.2.1   Surface Topography  

The visual inspection of the weld seam clearly shows the presence of circular 
holes on the surface (Fig. 2). These streaks are surface roots of a periodic action of 
the tool shoulder on the work pieces to weld. 

The 3D average surface roughness (Sa) is significantly lower for test number 5. 
The lower value of arithmetic mean deviation of the surface is Sa=3.61μm and 
higher value is Sa=21.10 μm (Table 5).The spacing of grooves on the surface of 
the work piece is based on the traverse and rotation speed of the shoulder that 
determine the surface state of the weld bead. The ratio traverse/rotation speed 
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represents the feed rate of the tool which is also the distance traveled by the axis 
of the tool during one complete rotation. 

 

 

Fig. 2 3D surface topographies for workpieces: (a) (Sa=3.61 μm); (b) (Sa=5.81 μm) 

4.2.2   Effects Plot  

Fig. 3 shows the effects of the three parameters tested upon the surface roughness 
parameter (Sa). This graphics contains a curve representing the mean and a curve 
representing the S/N ratio. According to Main Factor Plots, an increase in the 
rotation speed decreases the surface roughness while any increase of the traverse 
speed or the tool diameter shoulder increases it (Fig. 3.a). 

The S/N ratio can be used for performance analysis. Moreover, a higher S/N 
ratio yields the optimal performance and minimal variance. The level that has a 
higher value determines the optimum level of each factor. For example, in  
(Fig. 3.b), level one for tool rotation speed (N2= 1700 rpm) has the highest S/N 
ratio value, which indicated that the machining performance at such level 
produced minimum variation of the surface roughness. Furthermore, level two of 
tool transverse speed (T1= 67 mm/min) has indicated the optimum situation in 
terms of mean value. Similarly, the level three of tool shoulder diameter (D1=18 
mm) has also indicated the optimum situation in terms of S/N ratio and mean 
value. 
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Fig. 3 Effect of process parameters on surface roughness: (a) response mean; (b) S/N ratio 

4.3 Optimization of Welding Parameters  

4.3.1   Contour Plots and Response Surfaces 

Contour plots play a very important role in the study of the response surface 
analysis. Through the layout of contour plots and Response plots, you can found 
all the operating conditions that give the same value of the answer. It was a mean 
for optimizing the parameters of friction stir welding.  

One can observe that the best surface roughness values of the objective 
function are in the dark blue colored areas in the different curves contour plots 
(Fig. 4). For example, the optimum surface roughness is exhibited for values of 
(N) around 1470/1700 rpm and for values of (T) around 67/79 mm/min. 

 
 

17001280

12,0

10,5

9,0

7,5

6,0
8667

2218

12,0

10,5

9,0

7,5

6,0

N(tr/min)

Sa
 (
μm

)

T(mm/min)

D(mm)

17001280

-16

-18

-20

-22
8667

2218

-16

-18

-20

-22

N(tr/min)

Sa
 (
μm

) 
of

 S
N

 r
at

io
s

T(mm/min)

D(mm)



www.manaraa.com

92 K. Boulahem, S.B. Salem, and J. Bessrour 

 

21,0

22,5

5

10

15

19,5

20

1300
1450 18,01600

1750

Sa (μm)

D(mm)

N(tr/min)

80

85
5

10

75

15

20

1300 70
1450

1600
1750

Sa (μm)

T (mm/min)

N (tr/min)

22,5

21,05

10

15

19,5

20

70 75 18,080 85

Sa (μm)

D(mm)

T (mm/min)

 
 

 
 

 
Fig. 4 Contour Plots and Response plots of Sa (μm) for AA 2017  

5 Conclusion  

This paper has described the use of a design of experiments for conducting 
experiments. Our model was developed for predicting the arithmetic mean heights 
of surface (Sa) of friction stir welded AA2017 aluminum alloy using Taguchi 
method and Response Surface Methodology. The following conclusions were 
reached: 
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(1) The optimum levels of the rotational speed, traverse speed and tool shoulder 
diameter are 1700 rpm, 67 mm/min and 18 mm respectively. 

(2) According to the variance analysis results, rotational speed, traverse speed 
and tool shoulder diameter significantly affect the quality characteristic of the 
surface roughness (Sa) of the friction stir welded joint. 

(3) The surface roughness of the friction stir welded joint decreases with 
increasing in tool rotation speed but increases with increasing traverse and tool 
shoulder diameter, respectively. 

(4) Contour plots and response surfaces are drawn to study the interaction 
effect of the welding parameters under study on FSW surface roughness of welded 
joints of the AA2017 aluminium alloy. 
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Abstract. Understanding of local mechanisms chip forming during machining by 
removal of material is difficult, to this end; a cutting finite element modelling is 
required. This study aims initially to model orthogonal cutting of Ti17 titanium al-
loy in dry and cryogenic machining and in a second time to study the influence of 
the application of cryogen during machining on temperature fields and cutting 
forces in numerical simulation. An experimental study was also conducted to  
determine the mode of tool wear and the evolution of flank wear.  

Keywords: Ti17, cryogenic assistance, numerical simulation, flank wear, cutting 
forces. 

1 Introduction 

The use of titanium alloys in the field of aeronautics increases with time having 
regard to its compatibility with the composite reinforced with carbon fibers 
(CFRP), but the mechanical characteristics of the material such as its hardness 
machining, its low conductivity make it difficult to machine [1]. To this end, the 
cryogenic machining assistance is one of the solutions to reduce the temperature at 
the tool / chip interface [2-3].  

2 Experimental Approach 

The machining tests were carried out by a CNC turning machine LEADWELL 
LTC25iL (2500 rev / min and 24 kW maximum). The acquisition system is com-
posed of a Kistler dynamometer (9257B), the forces exerted on the quartz crystals 
are transformed into piezoelectric signals as a result of efforts to acquire the three 
components of the cutting force. The analog signals derived are amplified by a 
charge amplifier (Kistler 5019B). Thereafter, they are passed to an analog / digital 
converter. The evolution of the effort over time is provided by the software  
(Catman Easy).  
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The uutting parameters for machining Ti17 are: depth of cut ap=1.5mm, feed 
f=0.3 mm/rev and cutting speed is 0.83 m/s.  

 

 

Fig. 1 Presentation of the cryogen’s flow and the cutting tool 

The cutting tool used is Seco PCLNR JetStream 2525 M12 and a plate CNMG 
120412-23 shade of H13A, the cutting edge α = 7 ° and the draft angle β = 6 °, the 
radius of curvature of 30 µm.  

The liquid cryogen is stored in a ranger equipped with a 15 bar pressure imita-
tor and is then injected on the rake face of the tool by two microbuses of 1.7 mm 
of diameter. 

Cutting tests were performed for both lubrificated and cryogenic cutting of 
Ti17 to get cutting forces and flank wear. 

The criterion of end of life of the tool is set at a flank wear VB=0.3mm and 
which was measured on constant time using a binocular microscope. 
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Fig. 2 Cutting forces and flank wear in both cryogenic assistance and wet machining 
(Vc=50m/min, f=0.3mm/rev, ap=1.5mm) 

It is noted that with the cryogenic support there was no reduction in cutting 
forces, but, on the other hand, the life of the tool has increased 3.65min lubrication 
5min which may approximated by an increase of 27%. This may be explained by 
the decrease of the temperature. 

A study was done to determine the mode of tool wear. 

• Degradation Mode of the Tool: 

At first sight of the flank face, we  think that the materiel of the tool is being re-
moved by abrasion, to determine the mode of degradation; the cutting insert was 
examined under scanning electron microscope (SEM)SEM views of worn tools 
while turning Ti17 under VC = 50 m/min and  f= 0.3 mm/rev. 

 

 

Fig. 3 Microscopic observation of the tool in cryogenic machining at (a) 1min and (b) 
4min(f0.3mm/rev;ap1.5) 

We found that the percentage of titanium that is the material of the machined 
piece increases over the time, so we conclude that the principal degradation mode 
of tool wear is adhesion. 
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Fig. 4 SEM views of worn tools while turning Ti17 under f=0.3mm/rev and VC = 50 m/min 

It is noted that there is a deposition of titanium on the flank face, this shows, 
that the tool wear is by adhesion, the material accumulated on the surface of the 
insert is removed after that. 

3 Numerical Study 

3.1 Model Description 

2D model was developed on ABAQUS / explicit 6.11 to model orthogonal cutting. A 
lagrangian formalism was adopted. The boundary conditions are the embedding of the 
tool; the lower surface of the part has zero displacement Uy = 0, and the cutting speed 
is imposed on the left surface of the work piece V1=0.83m/s (Figure5). 

The cutting tool is made of tungsten carbide which the parameters are presented 
in paragraph (2). 

CPE4RT elements were used for a coupled temperature-displacement problem. 
 

 

Fig. 5  Boundary conditions 

U1=U2=U3= UR1=UR2=UR3=0 

U2 =0
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3.2 Law of Material Behavior 

The behavior of the material was introduced by Johnson Cook constitutive law 
[4]. The equation generally used to describe the behaviour of the material is the 
BC law represents the yield stress of the material [Johnson 1983]. 

σ = (A+B εn) (1+C ln
ε
ε

) [1- (  )m]                               (1) 

σ: equivalent stress vonMises; 
ε: equivalent plastic strain; 
ε : The equivalent plastic strain rate; 
ε 0: The equivalent plastic strain reference rate; 
T: work piece temperature. 
Tm: Melting 
Tr: Room temperature 

A, B, C, n and m are material constants determined from tests. The main advan-
tage of this law is the decoupling of the terms of hardening and dependence on 
strain rate and temperature. 

Table 1 The parameters of material behavior Law [5] 

A(MPa) B(MPa) n C m Tr 
(°C) 

Tm 
(°C) 

1012 399 0.22 0.035 0.85 50 1650 

 

3.3 Damage Law 

The use of Lagrangian formalism requires the use of a criterion of separation be-
tween the work piece and the chip which is expressed by a deterioration law John-
son and Cook [3] (Johnson et al, 1985). The damage variable is: 

D=  Δ     
 
                                                     (2) 

Where   the increment of plastic deformation in a no integration and   current equivalent plastic strain at break:    = [D1+D2 exp (D3 σ*)] (1+D4 ln   ) [1+D5 T*]             (3) 
D1, D2, D3, D4 and D5 are constants for the material σ *: The stress triaxiality 

rate defined by the P / σvm where P is the hydrostatic pressure and σvm rupture is 
reached when the damage variable D = 1. The corresponding element is deacti-
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vated. The variables and  and T * = (T-Tr) / (Tm-Tr) are identical to those  
defined in the constitutive law (1). 

Table 2 The parameters of the damage law [5] 

D1 D2 D3 D4 D5 έ 0 

-0.2 0.34 -0.5 -0.035 2.7 0.1 

3.4 Modelling of Cryogenic Support 

In our simulation, the elements of the damaged portion are removed after the pas-
sage of the tool, it is the lower surface of the chip which rubs on the tool. To simu-
late the application of the cryogenic jet  on the rake face and in the lower surface 
of the chip detached from the tool, we use the programming software Python. The 
approach is as follows (fig7) 

The tool rake face is a right which can determine the equation:  

ytool = a * xtool + b 

 

 

Fig. 6 Determination of convection nodes 

dx is the distance of remoteness of the nodes with respect to the cutting face from 
which convection is applied. 

The nodes of the lower surface of the chip which are more in contact with the 
face of the tool ie if [xchip <((ychip-b) / a) -dx] then applied convection at this node. 

In those nodes, convection is applied with a temperature sink of -196°C.  
(figure 6) 

 

 

Nodes of the lower surface of the chip in  
contact of the tool rake which its equation: 

ytool = a * xtool + b 

Convection nodes 

Lower 
surface of 
chip 
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Fig. 7 Steps of modeling the convection on the rake face 

4 Results and Discussion 

4.1 Temperature Fields 

Ti17 titanium alloys generates segmented chip at the cutting speed of 
Vc=50m/min and the feed rate f = 0.3mm / rev. 

The maximum temperature is 861.4° C in dry machining, while in cryogenic sup-
port it decreases to 659°C in the secondary shear zone, that’s cooled the tool avoiding 
degradation modes at high temperatures and increases its life and provides  

 

 

Fig. 8 Temperature fields in (a) dry and (b) cryogenic assisted machining 

 

(a) (b)
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4.2 Cutting Forces 

We note that with the cryogenic assistance, the fluctuation of the effort has de-
creased, that’s decreases tool’s vibration, provides stable conditions machining 
and increases the tool life. 

 

 

Fig. 9 Evolution dry cutting efforts, in cryogenic assistance on the rake face 

Cutting efforts in cryogenic assisted machining in numerical model is 641.95N 
(f0.3; ap1) while in practice 595.3 N for the same conditions.Fcexp = Fcnum ±50N. 

Cutting forces in cryogenic cooling are very close to dry machining efforts. 
This can be explained by the temperature of the primary shear zone that cryogen 
has not cooled. 

5 Conclusion 

• Cryogenic assistance on the rake face  had no influence on the cutting forces, for 
against it decreases the temperature on the secondary shear zone during machining 
• The wear pattern observed is the adhesive wear 
• The cryogenic support decreases flank wear and preserve a longer life time. This 
gain was quantified at 27% for f0.3 and p1,5. 
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Abstract. Advances in CNC technology, coupled with improvements in computer 
systems provided the basis to review how computer-based systems can be used to 
allow universal fabrication. The G code no longer meets the current expectations 
of the program ever modern and complex machines. Indeed, the standard STEP-
NC (STEP-Numerical Control) offers new solutions and integration of manufac-
turing in the full numerical chain. In this paper, we propose a new numerical  
control based on a standard high conceptual level STEP-NC machining process 
for prismatic parts, which aims to develop intelligent and powerful tools for  
sharing and data integration in CAD/CAM systems.  

Keywords: STEP-NC, ISO-14649, G-code, CAD/CAM, CNC.  

1 Introduction 

Currently, a large number of developments have affected the field of mechanical 
production, the emergence of new CNC machines to the most advanced flexible 
machining cells, through the representation of new manufacturing processes. In-
deed, machine tools and CNC will face new challenges of productivity, flexibility, 
interoperability, scalability and portability. The evolution of technology is in all 
components of the manufacturing cell and the CNC to the tool, but also by its full 
integration in CAD/CAM systems. Today, a new data standard known as STEP-
NC [ISO 14649-10, 2004], which is to define non-complex way all the data of a 
product during its life cycle. In addition, it provides full interoperability and  
portability of this data to be interpreted by any type of computer system. The ob-
jective of this research is the development of a new digital channel based on a 
standard high conceptual level STEP-NC, used in the machining process for pris-
matic parts. The aim of this subject is to develop intelligent and powerful tools for 
sharing and integrating data into numerical chain of CAD-CAMCNC [Laguionie 
et al, 2009]. This work begins with the presentation of the STEP-NC program and 
the benefits over the conventional program code G. Then a proposal of the archi-
tecture of the model developed of generation of STEP-NC. The implementation of 
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this model in the integrated design environment is developed by object-oriented 
programming, using the VBA CATIA interface. However, the validation of the re-
sults of the model developed is through case studies of prismatic work piece, and 
the compilation and verification of data programs of STEP-NC generated for all 
cases by STEPTOOLS, simulation of machining was performed with CATIA V5. 

2 Programming STEP-NC 

2.1 STEP-NC 

The STEP-NC is a standard for data exchange for the G-code [Shin et al, 2007]. It 
is based on the STEP standard (Standard for the Exchange of Product data). It in-
cludes both the properties of STEP; integration of the design process, develop-
ment, manufacture and maintenance during all life stages of the object and high 
level information for the manufacture of product. The standard STEP-NC is stan-
dardized through ISO 14649 (MRA: Application Reference Model) and the 10303 
-AP238 application protocol (AIM: Application Interpreted Model). The ARM to 
define the data model corresponding to advanced users formalization of data to the 
user vocabulary. This modeling can be performed by EXPRESS-G (Fig. 1). STEP-
NC is a new standard that has emerged in order to overcome the shortcomings of 
the current digital channel with regard to the production of CNC machine tool. 
 

 

Fig. 1 EXPRESS-G model for STEP-NC 
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2.2 Comparison of G-code and STEP-NC 

The increased productivity on CNC machine involves improving programming 
thereof. The language which is currently based programming that dates from the 
early 80s with the 6983 standard, which defines the principles of the G code pro-
gramming this program joins a path in accordance with the movement of machine 
tool axes, rather than to focus on the needs of the machining in accordance with 
the workpiece. It is programmed by auxiliary functions (M-type) and technologi-
cal (F, S, etc.). But it has certain inconvenience to the views of the new machining 
strategies and creates a break in the numerical chain at the manufacture. Among 
these drawbacks, the semantics can sometimes be blurred and manufacturers 
sometimes add language extensions to fill the gaps and adapt to changing technol-
ogies and the portability of a program then proves not between different manufac-
turers. There are also the flow of information is unidirectional: the lack of  
feedback (Feedback) possible production design causes difficulties of communica-
tion and correction [Xu, 2006]. Similarly, the preservation and capitalization of 
experiences prove complicated (Fig. 2). 
 

 

Fig. 2 Bi-directional information flow with STEP-NC 

The STEP-NC [Rauch, 2007] [Rauch et al, 2012] reduces machining time for 
parts small and medium series due to intelligent optimization, also, it can be inte-
grated into the controllers. Indeed, in this new programming, the post-processor 
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will be eliminated as the interface requires no information specific to the machine, 
so the STEP-NC file is transportable from one machine to another without  
the need for adaptation, because it predominantly contains generic information 
treatable by all interpreters. 

2.3 Structure of STEP-NC 

The contents of the ISO 14649 [ISO 14649 Part 11, 2004] information consist of: 
task description, description of the technology, a description of the tool, and de-
scription of the geometry. The job description describes the logical sequence of 
executable tasks and data types. Details of each "working step" are covered in the 
description of the technology in reference to the description of the tool and the de-
scription of the geometry. A graphical summary of the information available in the 
STEP-NC program Express-G [Newmen et al, 2009] is shown in Fig. 3 below: 
 

 

Fig. 3 Geometry, technology and process information in STEP-NC 

All of these part data is broken down into three parts: 

 A header section (Header) on general program presentation information 
(author, date, my tumble... etc.). 

 Information of geometry, which concern the machining features. 
 Information for machining: for each operation on a processing entity, the 

STEP-NC file defines the set of information such as the type of opera-
tion, the tools, the cutting parameters and machining strategies. 

Fig. 3 shows part of the internal structure of STEP-NC data. The exert from a 
STEP-NC file [ISO10303-21] is shown as follows: 
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Fig. 4 Example STEP-NC physical file 

3 Creation of the Interface of STEP-NC Module and 
Validation 

In programming STEP-NC manufacturing parameters such as cutting conditions 
(cutting speed, feed rate... etc.) [Cuenca et al, 2011] are given by the user in the pro-
gram or on the machine to use, since the one of its advantages is compatible with all 
CNC machine tools that contain a STEP-NC processor. This programming is re-
quired of all production data for used and ordered according to the relationships  
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between machining features and raw part with the diagram STEP-NC. The flow of 
work in the generation system developed STEP-NC [Haddad et al, 2014] is followed 
by the process and the structure of the chart of Fig. 5:  
 

 

Fig. 5 Flowchart program for development STEP-NC from the part data 
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4 Steps of the Model Developed 

The generation of the model developed STEP-NC consists of several modules to 
generate the STEP-NC program: 

 A modeling module and rough material. 
 A modeling module of machining features and automatic creation of finished 

part CATIA. 
 A module to interpret the directions of orientation of the part in the same 

frame. 
 A module to display the STEP-NC program. 
 A simulation module and validation of STEP-NC CATIA. 

The relationships between these modules are defined in Fig. 6. These modules are 
integrated in a database. Using these modules, the flow of work in the generation 
of the model developed STEP-NC is followed by the algorithm in Fig. 5. 

 

Fig. 6 Architectural Overview of the generation system of STEP-NC 

5 Case Study 

The application we have proposed to validate the developed generation computer 
system STEP-NC, is a workpiece containing single prismatic machining features 
of type '' hole '', Pocket’’ and '' Slot '. The following table shows the characteristics 
of this feature and the associated blank. 
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Fig. 7 Example of prismatic workpiece 

Table 1 The characteristics of machining units and the blank 

 Dimension Tolerance Cutting tool Machine tool 

F 1 Hole diameter 20 
mm and 100 mm 
deep 

±0.1 Drill (Ø20 
mm) 

3-axis milling  
machine 

F 2 Pocket width 40 
mm and 10 mm 
deep 

±0.2 Pocket cutter  
(Ø10 mm) 

3-axis milling  
machine 

F 3 Slot width 80 mm 
and 30 mm deep 

±0.2 Slot cutter 
ARS (Ø20 
mm) 

3-axis milling  
machine 

 
When starting the computer application displays the menu in Fig. 8 for part 

modeling with the choice of its form (prismatic or cylindrical), its dimensions and 
material. 

After the creation of the piece on CATIA in proceeds to the next step in the in-
terpretation of the coordinates of the nodes and vertices of the blank and entities 
"Hole" “Pocket”, and "Slot". And in the menu of Fig. 10, the position is inter-
preted by the workpiece origin and orientation according to the directions. 

 



www.manaraa.com

Intelligent Generation of a STEP-NC Program for Machining Prismatic Workpiece 111 

 

 

Fig. 8 Raw part modeling 

 

Fig. 9 Interpretation of the coordinates of the nodes for raw part and machining features 
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Fig. 10 Interpretation of the directions of orientation for raw part and machining features 

 

Fig. 11 Generated of STEP-NC (ISO 14649) part program 

The application program result is displayed in a menu as shown in Fig. 11, 
which can be saved as a STEP file [ISO 10303-21]. Then we made the validation 
of our program by a compiler STEPTOOLS as shown in the following Fig. 12. 
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Fig. 12 Validation by STEPTOOLS compiler 

6 Conclusion 

This work is concerned with the integration of the entities based programming for 
processing on CNC machines in a context multi process. Programming STEP-NC 
can fill the skips of G-code and fully integrate CAD-CAM-CNC system. Indeed, 
in this paper we propose a development approach of STEP-NC allows manufac-
turers to use the new generation of machine tools based on STEP NC program-
ming. The STEP-NC uses a high-level language and is based on the implementa-
tion of a single file. It allows two-way flow of data and the eradication of post-
processors and code-G. However, the programming method proposed STEP-NC is 
carried out with CATIA VBA module. This intelligent programming method al-
lows using workpiece data and knowledge of machining experts. The implementa-
tion of this module was developed with programming VBA, EXPRESS-G and 
CATIA. 
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Abstract. In today’s competitive business environment, it has become increasingly
important to reduce manufacturing and raw materials costs. For this purpose, an in-
novative process of design and manufacturing railway axles is developed. It is based
on forging hollow axle which allows a significant reduction in steel consumption. In
this work, we tried to analyse how these modifications induced by this new process
and design impact on the residual stress field. For this particular study, a numerical
chain has been developed going from the simulation of the hot upsetting manufac-
turing process of the railway axle with the explicit method, to the analysis of the
cutting and the press fitting assembly operation. This study consists in modelling
the forging process with the dynamic FEM in order to take into account the dy-
namic phenomena and predict the residual stress field and the initial plastic strain.
Then the evaluation of the cutting operation of the upper axle surface and finally
the simulation of assembling the wheel on the axle with a static model, to better
estimate the stress relaxation and redistribution.

Keywords: Dynamic FE simulation, Hot upsetting, Press fitting, Residual stress.

1 Introduction

Railway axles were investigated at the very beginning of fatigue research and de-
sign. Regarding safety, this part is among the most important components in railway
vehicles (Fig. 1). This work is part of the InnovAxles project, dedicated to the study
of innovative solutions needed to reduce manufacturing costs and raw material of
the axle. The purpose of this project is to develop a new method of manufacturing
hollow axles based on the forging operation. This switch from machining manufac-
turing process to forging, reduces the amount of raw material used to produce the
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Axle journal Wheel seat Body

Fig. 1. Different section of the railway axle

railway axle. The weight saving is estimated between 20% and 30%, offering energy
savings and a reduction in steel consumption of about 25% compared to current ma-
chining process. In the case of a freight axis where the finished full axis mass is
396 kg, it is necessary to use 604 kg of steel which induces a loss of 34% of the
metal. The same axis, drilled at 65 mm provides a mass of 340 kg giving 44% of
the initial metal loss. The objective of this work is to propose a comprehensive de-
sign method of the new common forged axle, which allows to take into account the
residual stresses from each stage of forging, machining and assembling.

Due to the switch of the axle manufacturing process from the cutting operations
to the forging process, a numerical investigation was required to understand, analyse
and evaluate the impacts of this new industrial technique. In this numerical chain
the explicit and the implicit integration schemes was used to solve respectively the
dynamic and static problem. In addition, different behaviour laws was implemented
to satisfy the needs and the particularities of the present phenomena. The difficulties
of such numerical chain are to make a link between each model in terms of results
transfer and to reduce the computation time since we model a full scale axis.

2 Hot Upset Forging

The purpose of this study is to provide a model which produces from a pipe the
final axle shape in one step. This process of hot upsetting shown in Fig. 2a, was
developed by Barriol & Dallière Industries in order to reduce steel consumption
and manufacturing cost. The hot upsetting process proceed by the displacement of
the middle parts of the axle (wheel seat) by applying with a press an axial force to
the tube. So this process produces with a single push, preformed in a closed die, the
final part (Fig. 2b). This technique has the advantage of reducing the amount of raw
material used for the initial geometry of the axle, since the diameter D of the initial
cylinder is equal to the diameter of the body of the finale axle shape. This operation
decreased the number of manufacturing step and handling of the axle. It also has the
advantage of having a fiber which is continuous over the entire piece unlike the axle
produced with the cutting process.

Several studies have focused on simulating the forging process of railway wheel
as in (Davey et al., 2001) where an iterative solution technique and structured
remeshing strategies was used, and the rear axle shown in (Lei et al., 2000) based
on rigid-plastic finite element program. Moreover, most of the papers, like in (Lin,
1998) focused on the static finite element method coupled with thermo-mechanical
analysis. More recently in the work of (Debin and Lin, 2014) dynamic finite ele-
ment method coupled with thermal effects model was developed for practical study.
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(b) Final step of the upsetting axle

Fig. 2. Schematic drawing of the upsetting axle

In this paper we present the axisymmetric finite elements model developed to upset
the axle with thermal-elastic-viscoplastic behaviour and the different approaches
employed to reduce the computation time since a full scale model is developed.

2.1 Numerical Methods

In this section we describe the different numerical methods used to develop the finite
element axisymmetric simulation of the upsetting and cooling step. Fig. 3 presents
the upsetting configuration, where the tool is animated by a motion whereas the die
and the right surface of the workpiece are fixed. In this simulation we opted to refine
mesh in the wheel seat section, since we focused our investigation in this area. This
mesh configuration was used throughout the numerical chain. Therefore in order
to have a compromise between the results accuracy and a reasonable computing
time we chose a mesh size of 1 mm. The tool and the die are assumed to be elastic
whereas the material in the workpiece is modelled by thermal-elastic-viscoplastic
behaviour. An explicit scheme was adopted to solve the coupled mechanical and
thermal problem. The advantages of this method is to allow the simulation of the
dynamic phenomena of the forging operation and to offer better contact manager as
it was explained in (Lucia Garcia, 2004).

2.1.1 Material Law and Mesh Formulation

The XC38 material was chosen for manufacturing railway axles, which is widely
known as EA1N (EN13261, 2003). A high strain, strain rate and temperature in up-
setting process have strong influence on material’s flow. To get better analysis results,
a material model that combines all these aspects was necessary. Therefore in this
simulation, the thermo-elastic-viscoplastic Johnson and Cook (Johnson and Cook,
1983) model was opted. Johnson and Cook model considers any kinematic harden-
ing and expresses rather the equivalent stress as a function of plastic strain, strain rate
and temperature. The parameters used are detailed in the work of (Öpöz and Chen,
2010). In order to avoid the mesh distortion, the Arbitrary Lagrangian-Eulerian
(ALE) approach presented in (Boman, 2010) was used. This approach combines the
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Fig. 3. The upsetting configuration and mesh details

advantages of the Lagrangian formulation which is summarized in a good definition
of boundaries conditions and the advantages of the Eulerian formulation which toler-
ate large distortions. Thus, this method is presented as the most appropriate formula-
tion for modeling large deformation simulation and the study of coupled problems.

2.1.2 Interface Conditions (Friction and Heat Transfer)

The friction and heat-transfer conditions at the interface between the die and the
tube have a significant effect on the metal flow and the loads required to produce
the part. A constant coulomb friction coefficient along with a penalty formulation
as contact algorithm was used, as well as a heat transfer coefficient. Then, we pro-
ceeded by applying a film coefficient in the external shape of the forged axle to
model the axle air convection process. A uniform value of the air convection was
employed to model the axle cooling step with a value of 25 W/m2◦C . The friction

Table 1. Thermal parameters literature review

References Material Process
ε̇p

[s−1]
TTool
[◦C]

Taxle
[◦C]

μ h
kW/m2◦C

(Lv, et al., 2008) stainless steel Upsetting 0.1 300 1160 0.3 11

(Jeong, et al., 2005) Nimonic 80A forging 0.5 450 1125 2

(Hyun and Lindgren,
2004)

stainless steel
SS316L

forging 3.5 20 1000 0.3 25

(Liu, et al., 2008) AISI 1015 Upsetting 10 20 160 0.2 0.022

(Brooks et al., 1998)
Ti–48Al–

2Nb–2Cr –1B
forging 10 20 1125 0.2 -

(Lin, 1998) Acier doux hydroforming 10 20 20 0.15 -
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coefficient is assumed to be 0.1 and 90% of the work dissipated by friction as well
as by plastic strain is assumed to become heat as in the work of (Hyun and Lindgren,
2004), where a forging process using an adaptive meshing approach was developed.
The initial temperature of the tube and the tools were 1200°C and 25°C respectively.
The simulation of cooling started by removing the tools at the end of the forging step.
Thereafter the heat transfer occurred via air convection. Regarding the heat transfer
coefficient, the value depending on the initial temperature of the part and tools and
materials in contact as shown in (Tab.1). In this model a coefficient of 1 kW/m2◦C
was used based on geometric sensitivity study.

2.1.3 Mass Scaling

The explicit integration scheme was used to solve the thermo-mechanical prob-
lem. It allows the use of mass-scaling approach that reduce the simulation com-
puting time. It is based on the artificial increase of the material density ρ . As a
result an increase of the time increment Δ t = Le

Cd
and thus a decrease the com-

putation time, where Cd is the speed of wave propagation Cd =
√

E
ρ and Le is

the length of the smallest element edge. Many works like (Wisselink and Huétink,
2004), (Wang and Nakamura, 2004) where a comparison between static implicit and
dynamic explicit procedures for the hydroforming process was presented and shows
the advantages of the explicit FEM coupled with mass scaling approach, proved that
to have a good calculation accuracy you must have the kinetic energy < 5% to the
internal energy of the FE simulation. In the same reasoning, Abaqus reference man-
ual presented two energy criteria to ensure the accuracy of the explicit results. The
first criterion is the maintains of an artificial energy less than 10% of the internal
energy and the kinetic energy < 1% of the internal energy. In this study we chose to
apply these two criteria.

A Sensitivity analysis of the optimal mass scaling parameter was done by ap-
plying four different mass scaling. We chose to apply the mass scaling by fixing
the increment time Δ t. The sensitive mass scaling study was developed in full size
model scale and each job was running with the following computing machine: 2
cpus Xeon E5-2670 2.6 GHz / 20 MB x 8 core (s) per cpu = 16 cores per node
with 64 GB memory per node. The evolution of the kinetic and artificial energy as a
function of the computation time progress can ensure the validity of the calculation
accuracy criteria.

Case 1: The first case, detailed in Fig. 4a, is relative to a mass scaling equal to
Δ t = 10−3s. We noted that the artificial energy was less than 10% of the
internal energy throughout the simulation. Whereas the second criterion
was not respected, we noticed that the kinetic energy exceeded 1% of the
internal energy. So this mass scaling case was not taken into consideration.
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Case 2: As the first case, the second one shown in Fig. 4b respected the first crite-
rion relative to the artificial energy. As far as the kinetic energy, we noted
that at the beginning of the forging simulation the kinetic energy exceeded
1% of the internal energy and thereafter stabilized at an acceptable value.
This case is ruled out.

Case 3: This case is illustrated in the Fig. 4c. We noted that during one second
at the beginning of the simulation the kinetic energy criterion was not re-
spected. On the contrary, this area that didn’t respect the kinetic criteria
decreased drastically compared to previous cases and present a computa-
tion time of 35h. This value will be used in the hot upsetting model.

Case 4: The next mass scaling is Δ t = 10−5s. The Fig. 4d shows that the kinetic
energy was less than 1% of the internal energy throughout the forging and
cooling step. This case induced an important calculation time of about
221 h. For this reason this value was discarded.

0 5 10 15 20 25
102

103

104

105

106

107

Time [s]

E
ne

rg
y 

(L
og

)[J
]

Artificial Energy [1E 3]
Internal Energy [1E 3]
Kinetic Energy [1E 3]
10% Internal Energy [1E 3]
1% Internal Energy [1E 3]

CoolingForging

(a) Case 1: Δ t = 10−3s

0 5 10 15 20 25
101

102

103

104

105

106

107

Time [s]

E
ne

rg
y 

(L
og

)[J
]

Anternf c energy [1E 4]
artiliI if c energy [1E 4]
KinetiI  energy [1E 4]
10% Anternf c energy [1E 4]
1% Anternf c energy [1E 4]

CoolingForging

(b) Case 2: Δ t = 10−4s

0 5 10 15 20 25
100

101

102

103

104

105

106

107

Time [s]

E
ne

rg
y 

(L
og

)[J
]

Artificial energy [5E 5]
Internal energy [5E 5]
Kinetic energy [5E 5]
10% Internal energy [5E 5]
1% Internal energy [5E 5]

CoolingForging

(c) Case 3: Δ t = 5.10−5s

0 5 10 15 20 25
10 1

100

101

102

103

104

105

106

107

Time [s]

E
ne

rg
y 

(L
og

) 
[J

]

Anternf c Energy [1E 5]
a inetil  Energy [1E 5]
I rtiKil if c Energy [1E 5]
10% Anternf c Energy [1E 5]
1% Anternf c Energy [1E 5]

(d) Case 4: Δ t = 10−5s

Fig. 4. Energies evolution throughout the forging and cooling step

2.2 Hot Upset Forge Results

In this section, we present numerical results of the upsetting operation. The first
results from the forging simulation gave a good correlation in terms of the outer and
internal shape of the experimental axle manufactured by BDI company shown in
Fig. 5b. This comparison showed geometrical precisions to predict the external and
internal numerical shapes of the axle. Fig. 5a represents the numerical results of the
upsetting process in the end of cooling step. In accordance with the experimental
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(a) Final numerical geometry of the forged axle (b) Hollow axle hot upsetting test Result

Fig. 5. Schematic drawing of the upsetting axle

forging tests, we noticed that the simulation predicts an increased thickness of the
axle journal and kept the same thickness for the axle body. Regarding the shape
of the inner axle, we observed that within the wheel seat the numerical simulation
succeeded to predict the same shape in form of w as the experimental test. The
same as under the axle journal where we noticed the generation of a chamfer and
the enlargement of the thickness of the part.

Fig. 6 shows the Von Mises stress distribution after the cooling stage. We can
observe, at the external surface of the wheel seat, that the stress level reached a value
of 235 MPa. This value decreased from the outer surface to the inner surface of the
hollow axle to reach 135 MPa. In the core of the axis the stress level is almost zero.
This distribution is the result of the cooling rates differences in function of depth.
The equivalent plastic strain resulting from the forging process is very important
(Fig. 7). It is noted that the most deformed area of the axle was the wheel seat.
We noticed an increase of the plastic deformation in the inner area next to the axle
journal fillet which reached 72%. However, the wheel seat surface plastic strain
value was 30%.

3 Cutting and Press Fitting Operation

The cutting and the assembly operations of the wheel on the axle were made by
Valdunes company. The first stage is relative to the cutting operation, where we pro-
ceeded by removing the machining allowance of e= 1 mm (Fig. 8), after the forging
process. Then, we proceeded by the press fitting. This operation allowed the tight-
ening of the wheel on the axle in order to ensure tightness between these two parts.
The principle was to provide a diameter Da of a portion of the axle, called wheel
seat, greater than the diameter of the wheel hub Dw (Fig. 9). Valdunes company
used different values of tightness (s = Dw −Da) for each type of axle. However
these parameters varied between 0.2 and 0.35mm. This operation is carried out in
room temperature with a feed rate of 2 mms−1. To check a coaxiality between the
wheel and the axle at the beginning of the operation, the axle was provided with a
chamfer. The chamfer is characterized by its height h, calculated by h = l × tg(α).
In our case, we are interested by this configuration where the angle α is equal to
2° and with a chamfer length of l = 10 mm (Yameogo, 2004).
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Fig. 6. Von Mises Stress distribution in the
axle wheel seat

Fig. 7. Equivalent plastic strain distribution
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Fig. 8. Cutting operation
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Fig. 9. Characteristics of the Press fitting operation

The company Valdunes validated this operation by comparing the experimental
press force to the upper and the lower masters curves. The experimental force ac-
cording to the distance must be between this two curves (Fig. 10a). This industrial
method has been applied to validate the numerical model.

3.1 Numerical Methods and Tensile Properties

In this simulation two steps were developed. The first one was the simulation of
cutting process and the second one was the press fitting. The results transfer was
performed from the forging explicit model to the new implicit model with Abaqus.
The aim of such a transfer was to keep the residual stress and plastic strain as an
initial state of the cutting and assembly model. The cutting of the upper surface
of the axle was done in a simplified way. The motion of the cutting tool was pre-
scribed and some elements were automatically removed from the model. Thus the
elements with some residual stresses were removed but the cutting was not simu-
lated as in (Salvatore et al., 2013), where a damage area is modelled in order to
simulate the chip removal. In this simulation the whole machining allowance was
removed at once, knowing that there was no noticeable difference between removed
elements neither one by one nor at once as shown in the work of (Hyun, 2001). The
advantage of switching from the explicit scheme, used in the previous forging simu-
lation, to the implicit was based on the fact that we did not model dynamic and ther-
mal phenomena. Furthermore this method is known for its accuracy in spring back
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prediction. In addition, during the assembly operation, the implicit method pre-
sented more accurate results with a lower computational time for non-dynamic
phenomena.

The press fitting is a relatively severe operation for the first sub-layers of surface
in contact. Indeed, despite the lubrication, the shear rate at the surface of the wheel
seat still very important during the passage of the wheel. These results from a sig-
nificant stretching, in the direction of fitting, of the grains in surface. In order to
describe the plastic strain due to the impact of the friction of the wheel against the
wheel seat axle, we chose to implement a tensile behaviour for the two parts.

3.2 Full and Hollow Axles Comparison

The press fitting simulation was validated by comparing the press fitting numerical
forces to the upper and lower surface. Fig. 10b shows that the numerical forces
were between the two curves throughout the simulation, and reached a force level
of 0.32 MN and 0.27 MN at the end of the simulation respectively for hollow and
full axle. This force level difference was explained by applying a scale factor of
500 to the structures, it was possible to show how the wheel seat deforms. In the
case of a hollow axle, the axle seat is deformed by generating a conical geometry
with a higher gradient than in the case of a solid axle. This cone induces additional
resistance to fitting the wheel.

A comparison between a full and hollow axle is done in terms of stress and plastic
strain distribution. This comparison allows us to focus on the differences generated
by this geometrical modification between the two configurations. The surface resid-
ual stress distribution at the end of the cooling step is shown in Fig. 11 at the wheel
seat area, the journal and body fillet where the study was focused. This distribution
revealed that in three directions the stress fields are generally compressive at the
surface of the wheel seat, where crack initiation problems are observed. We gener-
ally notice that the two operations of forging and press fitting directly affects the
distribution of residual stress fields in the wheel seat. The hot upsetting operation
induces compressive stresses on the surface of the wheel seat for both hollow and
full axle in the three directions. The residual stress in the axial direction are on
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average equal to −150 MPa for a full axle (Fig.11b) and −200 MPa for a hollow
axle (Fig.11e). This stress levels differences lies in the fact that we axially deformed
more the hollow axle in order to embracing the internal die surface. In addition, the
forging operation generates a compressive field distribution on the circumference in
the fillets and the wheel seat. By against in the extremity of the wheel seat the stress
level pass from −200 MPa to zero in the case of a full axle (Fig.11c), and it stabi-
lizes at −50 MPa in the case of a hollow axle (Fig.11f). This is explained by both
ends which have a relatively sharp geometries, which induces once deformed into
the die, very close contact areas between the outer axle surface and the die inner
surface where the contact pressure is insignificant. Regarding the radial direction
of the axle, there are a compressive stress field localized in the chamfer and in the
opposite side, with zero stress in wheel seat in both cases. After the press fitting
operation, we noticed a redistribution of stress fields on the wheel seat surface. The
first observation relates to the appearance of a radial compression peak in the end
of the chamfer in the two cases. For the hollow axle this peak is greater and reaches
−340 MPa (Fig.11a) and −265 MPa in the case of a full axle (Fig.11d). This stress
level difference can be explained by the rigidity of the solid axle that induces a
plastic deformation of the wheel unlike a radial flexibility of the hollow axle which
induces an elastic deformation in the chamfer. In addition, a second pressure peak of
−105 MPa is present at the end of the wheel seat in the case of a full axle. This does
not occur in the other case, which means less grip between wheel and axle in this
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area. This adhesion between the wheel and axle is represented by the radial stress
that reaches a −55 MPa.

The plastic strain distribution is essentially induced by the forging operation.
Globally, we noticed that the machining operation reduces the plastic strain magni-
tudes in the axle (Fillet) with a low values of about 0.02. The impact of the manufac-
turing process is noticeable in the circumferential plastic strain distribution, where
in both cases, the shape follows the external axle geometry and reached a value
of 16%. This distribution highlights the upsetting operation principle, that causes
an expansion of the material in the die at the wheel seat area (Fig.12c). Regarding
the axial direction the plastic deformation is the most important. We note a homo-
geneous compressive distribution under wheel seat for a full axle with an average
value of 26% (Fig.12b). In the case of a hollow axle, this distribution is highly vari-
able and present larger strain values that reaches 47% (Fig.12e). This curve has two
compression peaks at the extremity of the wheel seat which is explained by a strong
grip in the curved die region which results a localized plastic strain peaks. Radially,
the upset effect resulting in a tensile strain at the wheel seat surface. This pulling is
more pronounced in the case of a hollow axle where a maximum value about 35%
is achieved (Fig.12d) against a value of 21% (Fig.12a).
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4 Conclusion

A numerical chain was developed to predict the residual stress and plastic strain
throughout three simulations. In the first step, the upsetting operation was simulated
with explicit scheme to take into account the hot forging dynamic phenomenon. In
the second step, we proceed by transferring results in terms of the forging residual
and plastic strain into the cutting and pressfitting simulation based on the implicit
scheme, to predict the redistribution of stress and plastic strain under the wheel seat.
The hydrostatic pressure is an indicator used by several fatigue criteria to estimate
the crack initiation risk, like Dang Van (Dang Van et al., 1989) and Crossland cri-
terion. It is observed that the distribution of the hydrostatic pressure level in the
external hollow wheel seat surface is less important of about 50 MPa than the full
axle. It is noted that the press fitting operation induces a pressure peaks in the cham-
fer end in both cases that reached −379 MPa and −296 MPa, respectively for a
hollow and full axle. In these areas the risk of crack initiation is high. The differ-
ence between the two axle configurations is observed in the axle core. The inner
surface of the hollow axle has positive hydrostatic pressures that reaches 115 MPa
whereas the full axle distribution decrease to reach 40 MPa at the middle of the axle.
Therefore in order to dimension the hollow axle under a fatigue load a criterion that
can provide a fatigue limit for negative hydrostatic pressure like (Liu and Zenner,
2003) is needed.
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Abstract. In this paper, a genetic algorithm and a local search procedure are pro-
posed to minimize workload smoothness index in an extension of Simple Assem-
bly Balancing problem 2 (SALBP-2). The performance criteria considered are the 
cycle time and the smoothness index before local search procedure, and after local 
search procedure. The effectiveness of the proposed approach has been evaluated 
through a set of instances randomly generated.  

Keywords: Balancing, Assembly line, Precedence and zoning constraints, Cycle 
time, Smoothness Index. 

1 Introduction 

The configuration of assembly line is used extensively in mass production systems 
to make the manufacture and control easier. One of the configuration problems  
is Assembly Line balancing Problem (ALBP). It is the way of getting an  
optimal assignment of tasks to the stations so as to achieve the desired level of 
performance.  

The basic problem of the ALBP family is the Simple Assembly Line Balancing 
Problem (SALBP) (Baybars 1986). Table 1 illustrates the different versions of 
SALBP problems presented by Scholl and Becker (2006). For instance, SALBP-1 
and SALBP-2 have a dual relationship (Scholl and Becker, 2006), because the first 
minimizes m (Number of stations) with a given C (Cycle time), while the second 
minimizes C (maximizes the production rate) for a given m (Baybars 1986). 
SALBP-E maximizes the line efficiency E to determine the quality of balance.  
Finally, the problem of getting a feasible balance F for a given m and a given C is 
called SALBP-F. 



www.manaraa.com

130 T. Hager, M. Ahmed, and M. Faouzi 

Table 1 The versions of SALBP 

SALBP version 
Cycle time C 

Given Minimize 

Number 
of stations m 

Given SALBP-F SALBP-2 

Minimize SALBP-1 SALBP-E 

 
The kinds of SALBP can be complemented by a secondary objective which is 

the smoothing station loads. It is an attempt to obtain equal amounts of work 
(tasks) to the various stations along the line. This objective guarantees a better 
flow of material (Mozdgir et al. 2013). Although there are many research works 
addressing this type of problem (Rachamadugu and Talbot 1991etc.), most of 
them treat the smoothing station loads as a primary objective. The Smoothness In-
dex (SI) can be minimized providing that the combination (m, C) is optimal with 
respect to line efficiency (Kirkpatrick et al. 1983). The approach developed in this 
paper is to minimize workload smoothness index in an extension of SALBP-2. In 
the proposed problem, the number of stations is known and the objective is to mini-
mize the cycle time at first time and the workload smoothness index at second time 
where both precedence and zoning constraints between tasks must be satisfied.  

Different techniques have been developed in the literature to solve ALBPs us-
ing optimum seeking methods, such as branch-and-bound procedures (Miralles  
et al. 2008). Due to the combinatorial nature of the problem, these methods have a 
practical use limited for large sized problems. Therefore, some researchers are di-
rected towards the development of heuristics (Chiang and Urban 2006) and meta-
heuristics for the solution of ALBPs such as simulated annealing (Kirkpatrick  
et al. 1983) and Genetic Algorithm GA (Holland 1975). The common characteris-
tic of all the heuristic search methodologies is the use of problem-specific know-
ledge intelligently to reduce the search efforts (Sabuncuoglu et al. 2000). In fact, 
GAs mechanism is intelligent random search that received an increasing attention 
from the researchers in various combinatorial optimization problems such as ALB, 
supply chain, management and etc.   

These studies indicated that GA method is able to pass from one solution set to 
another and to incorporate the specific characteristics of problem. The GA is a 
very effective search technique in solving difficult NP-hard problems. ALBPs be-
long to the NP-hard class of combinatorial optimization problem (Gutjahr and 
Nemhauser 1964) then the proposed problem is NP-hard. Due to the NP-hardness, 
a GA is proposed to solve the proposed extension of SALBP-2 to minimize the 
cycle time and a local search is proposed to minimize the SI.  

The contribution of this paper is to show the useful of application the local 
search procedure in the GA solutions to improve the quality of the line balancing. 
The outline of the rest of this paper is as follows:  Section 2 presents the steps of 
the proposed GA. Section 3 describes the local search procedure. Section 4 shows 
computational results. Finally, concluding remarks are presented in Section 5. In 
what follows, we describe solution procedures using the notations of Table 2. 
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Table 2 Notations 

Symbol Signification 
n Total numbers of assembly tasks; index i, j=1, 2, …,n 
T A set of n tasks; T= {1…n} 
m Total numbers of stations; index s= 1, 2, …, m 
S A set of m stations; S= {1...m} 
SI Smoothness Index 
ti Processing time  of Task i  
ts Station time of station s 
C Cycle time 
G The precedence graph 
IT The set of incompatible pair tasks (i, j)∈ T which are incompatible 

(with i<j). 
LT The set of linked pair tasks (i, j) ∈ T which are linked (with i<j). 

2 Steps of Genetic Algorithm 

To achieve the benefits of GA, its standard schema should be properly modified 
and adapted to the problem domain. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1 Flowchart of the proposed GA 

The genetic operators and the GA parameters are modified according to the 
proposed problem. The flow chart of the proposed GA is presented in Fig 1.  

Phase2: Evaluation of each individual (Fitness Evaluation)       

Phase 4: Recombination: Selection (Roulette Wheel) Crossover  
(Four Points) and Mutation

Phase3: Stopping criteria  
satisfied

   Best Solution 

No 

Phase 1: Chromosome encoding and Random generation of initial 
population (All Individuals are feasible) 

Yes 

Phase7: Identification of solutions which have the minimum SI:  
outputs   

Phase5: Evaluation of all offsprings (Fitness evaluation)       

Phase6: Updating a new generation with the best chromosomes 
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2.1 Chromosome Encoding and Random Generation of Initial 
Population (Phase 1) 

The encoding scheme is task-oriented and it is similar to the scheme generated by 
(Leu et al. 1994).The length of the chromosome is equal to the number of  
tasks and each gene of the chromosome represents a task. The set by these chro-
mosomes is the initial population which is randomly generated by assuring the 
feasibility of the precedence constraints among the tasks. 

2.2 Fitness Evaluation (Phase 2) 

The proposed GA employs the fitness of a chromosome (individual) as the inverse 
of the cycle time of the solution to be suitable with a minimisation problem. 
Therefore, the lowest cycle time the solution has, the more important its fitness is. 

f(j ) = 
C

1
denotes the fitness function value of chromosome j; j = 1, . . ., N. 

The cycle time of the chromosome is determined according to the following 
five steps:  

 
Step 1: Determine the initial cycle time value which is Lower Bound (LB). It is 
calculated as shown in equation (1).  

LB=max( { }i
ni

tmax
1 ≤≤

,
m

t
n

i
i∑

=1 )                            (1) 

Step 2: Each pair of linked tasks is assigned the task-number to ensure the satis-
faction of the zoning constrains of set LT 

 
Step 3: Determine the number of stations by the following procedure as proposed 
by Akpinar and Bayhan (2011): Tasks are assigned to stations according to the 
task sequence in the chromosome as long as the predetermined cycle time is not 
overtaken. Once this cycle time is surpassed at least for a model, or the zoning 
constraints of set IT are not satisfied, a new station is opened for assignment and 
the procedure is repeated until the last task is assigned. 

 
Step 4: If the obtained number of station is equal to a given m go to Step 5, or else 
the cycle time C will be incremented by 1 and go to Step 3. 

 
Step 5: Terminate the procedure and present the cycle time of chromosome. Table 
2 presents an example which illustrates the steps of assignment of tasks to stations. 

To present all phases of the proposed approach, an illustrative example will be 
explained. Fig 2 presents the precedence graph G. m=6 stations (S), n=11 tasks, 
(4,5)∈ IT,  (6,7)∈LT.   
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Fig. 2 Precedence graph G of the illustrative example 

Table 3 The assignment of tasks to stations for the illustrative example 

Step1 C=LB=8 

Chromosome associated to G 1 2 3 4 5 6 7 9 8 10 11 

       Step2 Task 1 2 3 4 5 6’ 9 8 10 11 

Step3 
Task time 8 8 4 2 2 6 8 2 5 2 

Station S1 S2 S3 S4 S5 S6 S7 

Step4 C=LB=8 => m =7>6  =>   C=C+1=9  go to step3 

Step3 
Task time 8 8 4    2 2    6 8 2    5     2 

Station S1 S2 S3 S4 S5 S6 

Step4 C=9 =>  m=6: The desired number of stations 

Step5 End procedure : The cycle time of this chromosome is C=9 

2.3 Stopping Criteria (Phase 3) 

After a simple convergence study, the GA procedure stops after 1000 iterations.  

2.4 Selection, Crossover Operator and Mutation (Phase 4) 

The parent chromosomes are selected by the ‘‘Roulette Wheel strategy`` proposed 
by Holland (1975). The two parent chromosomes selected will be crossover and 
mutated by genetic operators:  

- A proposed Crossover Operator (CO) uses four crossover points, it works as 
follows: 
• Four points generated randomly, cut each parent into five parts (0-1, 1-2, 2-3,  

3-4, 4-5), as shown in the Fig 3. 
• All elements from parts (0-1, 2-3, 4-5) of the first parent are copied to identical 
positions in the offspring 1.   
• All the elements within the parts (1-2, 3-4) of the first parent are reordered  
according to the order of their appearance in the second parent vector  to generate 
the remaining parts of offspring 1. 

The second offspring is generated by the same steps, with the roles of its  
parents reversed. 
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Fig. 3 The crossover operator (CO) 

2.5 Evaluation of All Offsprings (Phase 5) 

The evaluation of each offspring is identical to phase 4. In every crossover and 
mutation, new candidate solutions are created. The new solutions may be better or 
worse. This means that performing solutions are to be replaced using a 
replacement strategy.   

2.6 Updating a New Population (Phase 6) 

The replacement strategy which is applied in Simaria and Vilarinho (2004) is used 
to create the new population. This strategy takes into account the fitness value of 
the individuals. The individuals of the new generation must have the best fitness 
(higher fitness value= minimum cycle time) of all individual forms: 

i) the current population 
ii) offsprings produced by crossover  
iii) offsprings which underwent mutation 

The best solution of each generation is stored in order to avoid its loss over 
generations.  

2.7 Identification of Solutions Which Have the Minimum SI: 
Outputs (Phase 7) 

The best solutions obtained by the GA have different SI values. The chromo-
somes, which possess the minimum SI will be the outputs of the proposed GA. 
These outputs will undergo a local search procedure to further reduce the SI that is 
given below.    
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3 Local Search Procedure: Sequence Search of Moving 
Many Tasks 

Many researchers have used the local search procedure for improving convergence 
speed towards the global optimum (Rubinovitz and Levitin 1995, Gao et al. 2009). 
In this setting, a local search procedure (Sequence search of moving many tasks) 
is employed to minimize the SI of each solution found by the GA. SI is calculated 
via formula (2).  

SI=
2

1

( )
m

s
s

C t
=

−∑                                    (2) 

The local search is developed based on the transfer the tasks from the bottle-
neck station to the smallest time station.  The cycle time found by the GA will be 
considered as the Upper Bound (UB) in this procedure. The proposed local search 
is applied to every solution (outputs). Sequence search of moving many tasks con-
sist in two sub-procedures (procedure of moving and exchange procedure). It is 
explained in five steps as follow:  

Step1: Identification of the bottleneck station b. 
Step2: Identification of the smallest time station st. 
Step3: Execution of procedure of moving:  
Let i the task which has the smallest execution time of b. i has to be moved from 
station b to station st without violating the existing constraints (the precedence and 
zoning constrains).   
Let Tst is the station time of st, if  Tst  < UB, i= i+1 and the procedure is repeated.     
Otherwise (Tst > UB), we go to step 4. 
Step 4: An exchange procedure (Rubinovitz and Levitin 1995) will be realized be-
tween the st and b: 
Let j the task which has the smallest execution time of st, j has to be moved to  
station b.  
Step 5: End of the procedure: Sequence search of moving many tasks  
Tables 4 and 5 illustrate the application of sequence search of moving many tasks 
to the illustrative example which is shown in Fig 2. 

Table 4 C and SI: before sequence search of moving many tasks 

Chromosome associated to G 1 2 5 6’ 3 4 9 8 10 11 
Task time 8 8 2 6 4 2 8 2 5 2 

Station  S1 S2 S3 S4 S5 S6 
Station time 8 8 8 6 8 9 

C-ts 1 1 1 3 1 0 
SI 3,6 
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Table 5 C and SI: after sequence search of moving many tasks 

Chromosome associated to G 1 2 5 6’ 3 4 9 8 10 11 

 
Task time 8 8 2 6 4 2 8 2 5 2 

Station S1 S2 S3 S4 S5 S6 
Station time 8 8 8 6 8 9 

Steps 1&2 Station    st B 
Step 3 Task 1 2 5 6’ 3 4 9 8 10 11 

   
  1 2 5 6’ 3 4 8 9 10 11 
 Task time 8 8 2 6 4 2 2 8 5 2 

Step5 Station  S1 S2 S3 S4 S5 S6 
 Station time  8 8  8 8 8 7 

C=8 C-ts 0 0 0 0 0 1 
 SI 1 

 
The solution obtained after applying the local search procedure is given in  

Table 5. As can be seen in tables 4 and 5, the local search procedure has improved 
the quality of solutions by reducing the SI and the cycle time.  

4 Results and Discussion 

The effectiveness of the proposed method has been evaluated through a set of  
instances randomly generated (A, B, C, D, E, F). The data and the computational 
results of each instance are summarized in table 6.  

n+: Number of linked task pairs; n-: Number of incompatible task pairs 

According to table 6, the local search procedure has improved the quality of  
balancing of each instance by reducing the SI and the cycle time. 

Table 6 Set of validation test problems (randomly generated) 

 

Instances A B C D E F 

n 30 30 30 35 35 35 

m 3 4 5 3 4 5 

n+ 1 1 1 2 3 2 

n- 1 1 1 2 2 2 

Before local  search procedure 
C 20 16 13 30 22 20 

SI 3,16 4,58 4,24 5 5,39 8,37 

After local  search procedure 
 

C 18 15 12 28 20 18 

SI 1 3,16 1,73 1 1 3 
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5 Conclusion 

A Genetic Algorithm (GA) is addressed in this paper to solve an extension of 
SALBP-2. To furthermore reduce the workload smoothness index (SI) of the line, a 
proposed local search procedure, called sequence search of moving many tasks, is 
applied to the solutions obtained by this GA. In this situation, the number of stations 
is known and the objective is to minimize cycle time at first time and the workload 
smoothness index at second time where both precedence and zoning constraints be-
tween tasks must be satisfied. The effectiveness of the proposed approach has been 
evaluated through a set of instances randomly generated. In fact, the application of 
local search procedure in all instances has improved the quality of solutions. 

References 

Akpına, S., MiracBayhan, G.: A hybrid genetic algorithm for mixed model assembly line 
balancing problem with parallel workstations and zoning constraints. Eng. Appl. of Ar-
tificial Intel. 24, 449–457 (2011) 

Baybars, I.: A survey of exact algorithms for the simple assembly line balancing problem. 
Manag. Sci. 21, 909–932 (1986) 

Scholl, A., Becker, C.: State-of-the-art exact and heuristic solution procedures for simple 
assembly line balancing. Eur. J. of Operat. Research 168, 666–693 (2006) 

Mozdgir, A., Mahdavi, I., Seyedi Badeleh, S.I., Solimanpur, M.: Using the Taguchi method 
to optimize the differential evolution algorithm parameters for minimizing the workload 
smoothness index in simple assembly line balancing. Mathemati. and Comp. Model. 57, 
137–151 (2013) 

Rachamadugu, R., Talbot, B.: Improving three quality of workload assignments in assem-
bly lines. Int. J. of Prod. Resear. 29, 619–633 (1991) 

Kirkpatrick, S., Gelatt Jr., C.D., Vecchi, M.P.: Optimization by simulated annealing. 
Sci. 220, 671–680 (1983) 

Miralles, C., Garcia-Sabater, J.P., Andres, C., Cardos, M.: Branch and bound procedures 
for solving the assembly line worker assignment and balancing problem. Application to 
sheltered work centres for disabled. Discr. Appl. Math. 156, 352–367 (2008) 

Chiang, W., Urban, T.L.: The stochastic U-line balancing problem: A heuristic procedure. 
Eur. J. of Oper. Research 175, 1767–1781 (2006) 

Holland, H.J.: Adaptation in natural and artificial systems. The University of Michigan 
Press, Ann Arbor (1975) 

Sabuncuoglu, I., Erel, E., Tanyer, M.: Assembly line balancing using genetic algorithms. J. 
of Intel. Manufact. 11(3), 295–310 (2000) 

Gutjahr, A.L., Nemhauser, G.L.: An algorithm for the line balancing problem. Managem. 
Sc. 11, 308–315 (1964) 

Leu, Y.Y., Matheson, L.A., Rees, L.P.: Assembly line balancing using genetic algorithms 
with heuristic generated initial populations and multiple criteria. Dec. Sc. 15, 581–606 
(1994) 

Simaria, A.S., Vilarinho, P.M.: A genetic algorithm based approach to the mixed-model as-
sembly line balancing problem of type II. Comput. & Industri. Engin. 47, 391–407 
(2004) 
 



www.manaraa.com

 

  
© Springer International Publishing Switzerland 2015 
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II, 

139 

Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_14  

Comparative Study for a Multi-objective 
MLCSP Problem Solved Using NSGA-II &  
E-Constraint  

Wafa Ben Yahia*, Houssem Felfel, Omar Ayadi, and Faouzi Masmoudi 

Mechanics, Modeling and Production Research Laboratory,  
National Engineering school of Sfax (ENIS), Sfax University, Tunisia 
Route de Sokra B.P.1173 - 3038, Sfax, Tunisia 
wafa.benyahia@hotmail.fr, omar.ayadi@yahoo.fr,  
faouzi.masmoudi@enis.rnu.tn, houssem.felfel@gmail.com 

Abstract. Operational production planning received much attention in the litera-
ture. In this paper, a multi-objective MLCLSP problem is proposed and two ap-
proaches “ɛ-constraint” and “NSGA-II” are compared when solving this problem.  
The multi-objective optimization model aims to minimize simultaneously the total 
production cost and the average inventory levels in a multi-period, multi-item en-
vironment. Several tests are developed to generate the Pareto optimal solution us-
ing the two optimization methods. The experimental results indicate that the  
ɛ-constraint is faster than NSGA-II and provides a better quality of the Pareto  
optimal solution.  

Keywords: Multi-objective MLCLSP model, ɛ-constraint method, elitist genetic 
algorithm, NSGA-II.  

1 Introduction 

Developing a production plan fulfilling the requirements and constraints is one of 
the most important objectives of an enterprise taking part into a supply chain. For 
an efficient supply chain, coordination must exist between the partners in order to 
link local processes between partners and give the optimal solution for production 
planning through all the chain.  Lot sizing is one of the most difficult and main 
problems in production planning. The problem to find production plan and to  
determine the suitable lot sizes for a multi-stage production system, assuming a 
limited capacities within a time period, corresponds, in the literature, to the multi-
level capacitated lot sizing problem (MLCLSP). Ertogral and Wu (2000) define 
the MLCLSP in a multiple tier supply chain context as follows: given external 
demand for end items over a time horizon, a bill-of-material structure for each end 

                                                           
* Corresponding author.  



www.manaraa.com

140 W. Ben Yahia et al. 

 

item where the production of sub-assemblies may be spread across multiple facili-
ties, find a production plan over multiple facilities that minimizes total inventory 
holding and setup costs.  

Most of the researches deal with only one objective, like in Dudek & Stadtler 
(2005, 2007), Dudek (2004), Stadtler (1996, 2003), Maes et al. (1991), Sahling et 
al. (2009), Tempelmeier & Helber (1994), Almeder (2010), Chen & Chu (2003), 
Pitakaso et al. (2006), Clark & Armentano (1993), and Berretta et al.(2005)… All 
these works aim to minimize a cost function consisting of the sum of inventory 
holding cost, setup cost, overtime cost or operation cost.  

In order to solve the MLCLSP problems, different approaches are used in the 
literature. A lot of works used meta-heuristics, such as genetic algorithms (Xie and 
Dong (2002), Kimms (1999)), or tabu research (Hung &Chien (2000), 
Gopalakrishnan et al. (2001), Hung et al. (2003)), or neural networks (Aarts et al. 
(2000), Gaafar & Choueiki (2000)), or simulated annealing (Kuik et al. (1993), 
Özdamar and Barbarosoglu (2000), Barbarosoglu and Özdamar (2000)), or me-
metic algorithms (Berretta and Rodrigues (2007)), and the local research (Almeder 
(2010)). Other researchers used the Lagrangean relaxation and decomposition 
(Chen & Chu (2003), Tempelmeier and Helber (1994), Boctor and Poulin (2005)). 
Also Mathematical programming approaches are used (Sahling et al. (2009),  
Stadtler (2003), Stadtler (1997), Akartunalı and Miller (2009)). 

The purpose of this paper is to propose a multi-objective MLCLSP problem 
and solve it with ɛ-constraint method and the non-dominated Sorting Genetic  
Algorithm -II (NSGA-II), in order to compare the quality of optimal Pareto  
solutions proposed by each method.   

The paper is organized as follows. In section 2 the MLCSP model is described 
and formulated. The resolution methodologies are presented in section 3, followed 
by the computational results in section 4. Finally, a conclusion and future research 
directions are drown in section 5. 

2 Problem Statement and Model Formulation 

The proposed optimisation MLCSP model aims to provide an optimal production 
plan for a multi-echelon manufacturing supply chain within a fixed time horizon 
facing a finite capacity of personnel and machines. The complexity of the problem 
can be viewed in the case of multi-level product structure, where products are re-
lated to each others by successor or predecessor items according to the bill of ma-
terials and the sequences of operations. The external demand of each finished 
product or semi-finished product is supposed to be known, and the due date  
requested by the customer corresponds to the end of the last planning period. 

The developed model must satisfy the following assumptions: 

• Many resources, with limited availabilities, can process several items. 
• Raw materials are always available.  
• No inventories at the first period. 
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• Items can be only produced if all their predecessor components are  
presented. 

• Periodic external demand of each article is known. 
• Overtime is allowed to extend the main available capacity. 
• Backlogging is not authorized. 
• The sequence of operations required to produce an item is fixed, and any  

alternative routing is prohibited.   
• Inventory is calculated at the end of each planning period. 
• Setup time is neglected. 
• External demand has to be fully satisfied in time and quantity. 

We consider a cooperative supply chain (SC), where different manufacturing 
plants cooperate together with the purpose of generating a global optimal produc-
tion plan. These production sections share diverse information with each others, 
such as the external demand of customers, the production capacity and the produc-
tion costs. Each manufacturing plant has eight working hours per day, but has dif-
ferent capacities and operations times. Products are transferred from a plant to the 
next one until reaching the last plant, where the finished products are stored to be 
delivered to the customer. 

The purpose of the proposed model is to generate production plans that simul-
taneously minimize the total production cost of the SC and minimize the average 
of inventory levels. 

Consider the following notations: 

Indexes 
t    planning period, t= l,..., T. 
j      operation, j = 1,. . . , J.       
r      resource, r = 1,. . . , R.  

Set Indexes  
T   set of planning periods 
J    set of operations 
R   set of resources  
Sj   set of direct successors of operation j  

Parameters 
cvj   unit cost of operation j 
cfi   setup cost of operation j  
cor   unit cost of overtime (capacity expansion) at resource r 
Dj,t   (external) demand for operation j in period t  
Cr,t   Capacity of resource r in period t 
Lj,t   Big constant 
ar,j   Unit requirement of resource r by operation j 
rj,k   Unit requirement of operation j by successor operation k  
                (Depends on the manufacturing process) 
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Variables 
C    total production cost  
Imoy    average of inventory level for all operations  
xj,t     output level of operation j in period t (lot size) 
ij,t    inventory level of operation j at the end of period t 
yj,t   binary setup variable of operation j in period t  
(yj,t =1 if product j is set up in period t; yj,t =0 otherwise ) 
or,t    overtime at resource r in period t 

Formulation 

                                                               (1) 

                 
(2)

 

                                                
(3)

 

                        
(4)

 

                   (5) 

                                          (6) 

                                  (7) 

                                         (8) 

                                       (9) 

The objective functions are presented by the two first equations (2) and (3). The 
first objective introduces the total production cost, which is the sum of the opera-
tions, setup and overtime costs. The second objective introduces the average level 
of inventory with respect to the number of planning periods. The decision vari-
ables are the operations levels (xj,t), the inventory levels (ij,t) for each considered 
operations, and the expansions of resource capacities through overtime (or,t). The 
Equation (4) provides the constraints capturing the flow balance between output, 
inventory and consumption by external demand and successor operations. The 
constraint (5) represents the capacity restrictions in using the different resources to 
produce the different items. Lot-sizing relationships and the choice of the items to 
be produced at each time period and at each plant location are expressed in  
(6). The constraints (7), (8) and (9) specify the domains of the different variables. 

m( , I )oyMin C

, , ,

1 1

[( . )       ( . )] .
T T

j j t j j t r r t

t j J t r R

St C cv x cf y co o
= ∈ = ∈

= + +∑∑ ∑∑

m ,

1

  
1

 I
T

oy j t

t j J

i
T = ∈

= ∑∑
j

, 1 , , , , ,                    ,    j t j t j t j k k t j ti x D r x i j J t− + = + + ∈ ∀∀

, , , ,               .  , ,       r j j t r t r t
j
a x C o j J t r R∀≤ + ∈ ∀ ∀ ∈∑

             , , , ,     .j t j t j t j J tLx y ∈ ∀≤ ∀

, ,                            0, 0  ,     j t j tx i tJj≥ ∈≥ ∀∀

, 0r to ≥ ,        t r R∀ ∀ ∈

{ },
              

0,1  ,    j ty j J t∈ ∈ ∀∀



www.manaraa.com

Comparative Study for a Multi-objective MLCSP Problem Solved 143 

 

So formulation necessitates to satisfy (J*T) equality constraints and 
(2*R*T+4*J*T) inequality constraints. 

Formulating the MLCLSP with such a bi-objective model presents the advan-
tage of modelling the inventory level by a dissociated objective function. This al-
lows giving the inventory level its necessary importance by considering it as a 
quantity to be minimized instead of converting it into a cost function integrated in 
a total cost formula. 

3 Description of the Resolution Methods 

3.1 NSGA-II Description 

Evolutionary algorithms (EA) have become established as an alternative to classi-
cal methods and attracted a lot of research effort during the last 20 years (Zitzler 
1999, A. Zhou et al. 2011). Moreover, GAs show good performances in finding 
near-optimal solutions for multi-level lot sizing, which is the basic problem in the 
considered work (Dellaert and Jeunet 2000, Dellaert et al. 2000, Xie and Dong 
2002, Jung et al. 2006). We adapt here the popular elitist genetic algorithm 
NSGA-II, initially developed by Deb (2002), to solve our model containing inte-
ger variables. This algorithm is chosen for the many reasons, first the use of elit-
ism, which shows its importance in the comparison made by Zitzler (2000) on a 
set of test problems. So only the best individuals keep alive during optimization. 
Second, according to Deb (2002), NSGA-II has a computational complexity equal 
to O(MN²) (M is the number of objectives and N is the population size), compared 
to other Multi-objective Evolutionary Algorithms (MOEAs), where the computa-
tional complexity is equal to O(MN3).  

Like any genetic algorithm, NSGA-II deals simultaneously with a set of possi-
ble solutions called population and each solution is an individual of this popula-
tion. This algorithm allows finding Pareto optimal fronts which consists on the set 
of optimal solutions with equal performances (non-dominated). Initially, a random 
parent population P0 is created. The population is sorted in order to provide differ-
ent fronts composed of feasible solutions having the same rank. In fact, individu-
als are ranked based on the concept of domination: an individual x1 dominates  
another individual x2 if the following two conditions are verified: first, all the ob-
jective functions of x1 are not worse than x2, second, at least x1 is strictly better 
than x2 in one objective function. In addition, we define the parameter crowding 
distance, calculated for each individual. This parameter is calculated to estimate 
the density of solutions surrounding a particular individual in the population. The 
solution located in a lesser crowded region is selected. Selection is made using 
tournament between two individuals. From N parents, N new individuals (off-
spring) are generated in every generation by the use of the Simulated Binary 
Crossover (SBX) and Polynomial mutation (Deb et al., 2002 and 2001).  
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3.2 Epsilon-Constraint Description 

The ɛ-constraint method has widely been used in the literature to generate exact 
Pareto-optimal solutions for multi-objective supply chain planning problem (You 
and Grossmann (2008), Franca et al. (2010) and Sabri and Beamon (2000)). The  
e-constraints approach is proposed by Chankong and Haimes (1983) is among the 
best known approach for solving multi-objective problems and finding a set of 
Pareto solution. In the e-constraint method, one of the objective functions is se-
lected to be optimized and the other objectives are considered as constraints 
bounded by some allowable levels ε . Then, the level of ε  are altered to generate 
the set of Pareto. The modified problem can be represented as follows: 

Minimize  f x  

Subject to f x ε   j 2, … . , M.              
With M : number of objective functions  f(x).       x X.

4 Experimental Results 

4.1 Tests Description 

Two cases are studied here. In the first case, two plants are planning together (2R) 
over two periods (2T) to meet the external demand of three items (3I). The 3I 
.2R.2T case has 22 decision variables, 6 equality constraints and 32 inequality 
constraints. In the 4I.4R.4T case, four plants are planning together (4R) over four 
periods (4T) to meet the external demand of four items (4I). The 2R.3P.3I has 64 
decision variables, 16 equality constraints and 96 inequality constraints. 

The production plants must fulfill the given demand of products while facing 
finite capacities of personnel and machines. In the 3I.2R.2T case, where three 
kinds of items are produced: operation 3 requires one unit of operation 2, and op-
eration 2 requires one unit of operation 1. But in the 4I.4R.4T case, operation 2 
requires one unit of operation 1, and operation 4 requires one unit of operation 3. 
One period of the planning horizon corresponds to one month with four working 
weeks, each week with six working days and eight hours per day. 

For all the cases we face an increasing external demand as it is shown in  
table 1. For the increasing demand, to minimize the total production cost it neces-
sary to avoid the use of overtime. So to meet the demand of the last periods, pro-
duction is done in advance. By consequence, the inventory level increases. But if 
the inventory level is minimized and the production of each period is done at that 
same period, the planner is obliged sometimes to use the overtime, which in-
creases the total production cost. Thus, the evolution of the objective functions  
becomes contradictory. 
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Table 1 Customer demand features 

 3I.2R.2T 4I.4R.4T 

Demand of 1st period 2nd period 1st period 2nd period 3rd period 4th period 

Product 1 200 450 100 150 180 250 

Product 2 150 350 150 200 230 300 

Product 3 100 200 200 250 280 350 

Product 4 - - 100 150 180 250 

 

4.2 Test Results 

The development of NSGA-II and its implementation are done in C-language. The 
execution time does not exceed 2 minutes for all tests. And the ɛ-constraint 
method is implemented using Lingo 14.0 software package, which consits on ex-
act method. But Lingo was faster than the meta-heuristic algorithm. This can be 
due to the integer decision variables and especially the presence of the equality 
constraint. As Coello et.al (2004) said, handling the equality constraints is nontriv-
ial in the case of evolutionary approaches. The comparison between both Pareto of 
optimal solutions of the objective functions for both methods is shown in figure 1 
and figure 2. Each Pareto consists of the non-dominated solutions generated dur-
ing the optimization. The figures show that the ɛ-constraint method outperforms 
the NSGA-II in finding the optimal Pareto. Most of the solutions found by the 
NSGA-II are dominated by those found by the ɛ-constraint method. So the 
NSGA-II reached a local optimal solution front, however the ɛ-constraint method 
reached the Pareto optimal solution. Moreover, the divergence of the front of solu-
tion found by the NSGA-II is not too large from the optimal front. And the spread 
of solutions found by both optimization methods is comparable, but the research 
space of the ɛ-constraint method is larger than that of NSGA-II. In addition, the 
concave shape is observable only in the case of the ɛ-constraint method. The di-
versity of solutions gives multiple choices to the partners and allows them to 
choose according to their preference. In the set of the solution found by the  
ɛ-constraint method, one can notice that there are some solutions that are almost 
aligned. For example in the case of 4I.4R.4T to minimize the total production cost 
by 0.03%, the average of inventory level is decreased by 83.33%. And in the 
3I.2R.2T case, the average of inventory level is maximized by 65% to decrease the 
total production cost by 0.01%. It is true that the ɛ-constraint gives wider range of 
solutions than NSGA-II, but this is by generating slightly different solutions of the 
total production cost and a significant difference between the averages of inven-
tory level solutions. According to the Pareto generated by NSGA-II, this algorithm 
can propose close solutions to the Pareto optimal solutions by better compromise 
between both objective functions. 
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Finally, the quality of the solution is judged by the partners, who benefit from di-
verse productions plans to face different situations, such as supply interruption of 
some components, a breakdown, preventive maintenance or the absence of personnel. 

 

Fig. 1 The non-dominated front of objective functions for 3I.2R.2T case 

 

Fig. 2 The non-dominated front of objective functions for 4I.4R.4T case 
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5 Conclusion and Future Work 

This paper is concerned with developing a cooperative planning framework for 
multi-tier and multi-item linear SC. The developed bi-objective MLCLS optimiza-
tion model aims at minimizing the total production cost and the average inventory 
level of the SC partners, which foster the innovation of the proposed model. The 
inventory is not considered as a holding cost to be minimized but as a quantity to 
be minimized. A comparative study between the qualities of the optimal fronts 
was done, when solving the problem by NSGA-II algorithm and the ɛ-constraint 
method. Computational results for two problems with different sizes indicate that 
the ɛ-constraint method is more efficient in finding the Pareto optimal solution. 
The diversity of the proposed solutions allows partners to have larger range of ne-
gotiation on production plans to be considered by each of them in order to satisfy 
external demands. Proposing negotiation schemes based on generated optimal 
Pareto solutions represents an interesting future direction. In addition, more con-
straint can be added to the model, like using the main capacity before using the 
overtime or adding a storage capacity restriction. 
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Abstract.  In this paper, we propose a multi-objective two-stage stochastic pro-
gramming model for a multi-site supply chain planning problem under demand 
uncertainty. Decisions such as the amount of products to be produced, the invento-
ry level, the quantity of lost demand and the amounts of product transported be-
tween plants and customer are considered. In order to develop a robust supply 
chain planning solution, a risk measure is incorporated into the stochastic pro-
gramming model. The proposed multi-objective model aims simultaneously to 
minimize the expected total cost, to minimize the worst-case cost and to maximize 
the customer demand satisfaction level. A numerical example is illustrated in  
order to show the effectiveness of the proposed model.  

Keywords: supply chain planning, multi-objective, risk management, stochastic 
programming. 

1 Introduction 

In the face of today’s highly competitive markets, manufacturing environments 
have changed from traditional single-plant to multi-site structure. Recently, multi-
site production planning problems have attracted many researchers ‘attention (Lin 
and Chen 2006, Verderame and Floudas 2008, Shah and Ierapetritou 2012, Felfel 
et al. 2014). All these works are dealing with deterministic approaches. However, 
production planning problem are characterized by several sources of uncertainty 
such as customer demand, unit cost and processing time. Hence, the assumption 
that all these parameters are deterministic will lead to no-optimal or unrealistic re-
sults. Therefore, it is crucial to develop an optimization model in multi-site supply 
chain planning problem that considers existing uncertainties.  

Several approaches were proposed in the literature to incorporate uncertainty  
in the mathematical model. These approaches can be classified into four main  
categories: stochastic programming approach, fuzzy programming approach,  
robust optimization approach, and stochastic dynamic programming approach 
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(Sahinidis, 2004). Stochastic programming technique (Birge and Louveaux, 1997) 
is widely used in the literature to solve optimization problem under uncertainty. In 
this approach, the decision variables are divided into two sets. The first set corres-
ponds to the first-stage variables representing the decision to be made “here-and-
now” before the realization of the random events. The second set corresponds to 
the second-stage variables that are made based on the first stage decisions in a 
“wait-and-see” mode after the realization of uncertainty. 

The stochastic programming approach has been successfully applied to a wide 
variety for supply chain planning problem (Gupta and Maranas, 2003; Leung et 
al., 2006; Awudu and Zhang, 2013). Gupta and Maranas (2003) studied a midterm 
multi-product multi-site supply chain planning problem under demand uncertainty 
by means of a two-stage stochastic programming approach. The proposed model 
aims to minimize the total cost including production cost, raw material purchase 
cost and transportation cost. Awudu and Zhang (2013) proposed a production 
planning problem for a biofuel supply chain under uncertainty. A two-stage sto-
chastic programming model is developed in order to maximize the expected profit. 
Leung et al. (2006) proposed a mid-term multi-site aggregate production planning 
problem under an uncertain environment. The authors developed a stochastic pro-
gramming model in order to minimize the total cost. The total cost involves the 
labor cost, the hiring and laying-off cost, the production cost, the inventory cost 
and the penalty cost.   

Face to the highly competition, the decision makers have to reduce the risk of 
high cost when managing their supply chains. Although the stochastic program-
ming approach optimizes the expected value of the objective function, it does not 
provide any control on the variability of the objective function over different  
scenarios (Bonfill et al., 2004). To the best the authors’ knowledge, the risk man-
agement has been rarely considered in multi-site supply chain planning problem. 

In supply chain planning problem, most of the papers focused on minimizing 
the total cost or maximizing profit as a single objective function (Fahimnia et al. 
2013). Furthermore, the customer demand satisfaction is one of the most impor-
tant criteria that should be considered when formulating the supply chain planning 
model.  

The objective of this paper is to propose a new mathematical model of a multi-
product, multi-period, multi-site supply chain under demand uncertainty taking  
into account the risk management. The proposed model aims simultaneously to 
minimize the total cost as well as to maximize the customer demand satisfaction. 
A two-stage stochastic programming approach is proposed in order to incorporate 
uncertainty in the mathematical model. Risk management is introduced in the de-
veloped model by incorporating a risk metric associated with the total cost  
distribution in the stochastic programming model. This approach results in a  
multi-objective optimization problem where the total cost, the customer demand 
satisfaction and the risk measure are three objective functions to be optimized. A 
numerical example is illustrated to demonstrate the effectiveness of the proposed 
model.  
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The remainder of the paper is organized as follows. In section 2, the problem 
statement is described. The third section presents the two-stage stochastic pro-
gramming model of the multi-site supply chain planning problem. Section 4 de-
scribes the solution approach of the multi-objective optimization problem. Section 
5 presents an illustrative example and corresponding analyses. Finally, conclu-
sions and perspectives are presented in section 6. 

2 Problem Statement 

In this paper, we consider a multi-plant supply network wherein the end product is 
produced through different stages. The manufacturing process consists of many 
production stages. Each stage may involve more than one plant forming a multi-
site supply network manufacturing as shown in Fig. 1. A distribution lead time is 
taken into account in shipping finished and semi-finished products between the 
plants of the different stages.  

 

Fig. 1 The multi-stage and multi-site supply chain environment 

On the other hand, products are characterized by volatile demand and short life 
cycle. The stochastic product demand could lead to excessive inventory and  
production costs or to loss of market share and unsatisfied customer demand. 

The objective of the supply chain planning problem is to minimize the total  
expected costs, to minimize the worst-case cost and to maximize the customer 
demand satisfaction level. The total costs involve production costs, penalty costs, 
inventory costs as well as transportation costs. Model decision variables include 
the amount of production at each plant, the inventory level of finished or semi-
finished products, the amount of lost demand as well as and the quantity of  
transportation between the different plants and customers considering demand  
uncertainty.     
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3 Proposed Stochastic Programming Model 

In order to tackle the uncertainty of customer demand, a two-stage stochastic pro-
gramming model is proposed. It is assumed that the uncertain demand is consi-
dered as a set of discrete scenarios associated with known probability in the  
stochastic programming formulation. It is worthwhile mentioning that the stages 
of the stochastic model are related to different steps of decision making and it does 
not correspond to time periods. The first-stage decisions include the amounts of 
products to be produced at each plant as well as the transportation amounts of 
products between upstream and downstream plants. Decisions such as the amount 
of products to be transported to the customer, inventory level and lost demand are 
considered as second-stage decisions. The indices, parameters and the decision  
variables used to formulate the mathematical model are introduced as follows: 

 
Indices 

iL  

Set of direct successor plant of  plant i. 

jST  

Set of stages (j= 1,2, ..., N). 

i, i’ Production plant index (i,i’ = 1, 2 , ...,I) where i belongs to stage 
n and i’ belongs to stage n+1. 

k Product index (k = 1,2, ..., K). 

t Period index (t = 1,2, ..., T). 

s Scenario index (s = 1,2,. . .,S). 

Decision variables 

iktP  

Production amounts of product k at plant i in period t in regular-
time. 

s
iktS  

Amounts of end of period inventory of product k for scenario s 
at plant i in period t. 

s
iktJS  

Amounts of end of period inventory of semi-finished product k 
for scenario s at plant i in period t. 

s
ktDlost  

Lost demand amounts of finished product k for scenario s in  
period t. 

',i i ktTR −>  

Amounts of product k transported from plant i to i’ in period t. 

,
s
i CUS ktTR −>  

Amounts of product k transported from the last plant i to  
customer for scenario s in period t. 

,i kQ  

Amounts of product k received by plant i for scenario s in  
period t. 

Parameters 

ikcp  

Unit cost of production for product k in regular-time at plant i. 

',i i kct −>  

Unit cost of transportation between plant i and i’ of production 
for product k. 
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,i CUS kct −>  

Unit cost of transportation between the last plant i and the cus-
tomer. 

ikcs  

Unit cost of inventory of finished or semi-finished product k at 
plant i. 

kpe
 

Penalty cost of product k. 

s
ktpr

 

Unit sales price of finished product k for scenario s in period t.  

itcapp  

Production capacity at plant i in normal working hours in period 
t. 

itcaps  

Storage capacity at plant i in period t. 

',i i tcapt −>  

Transportation  capacity at plant i in period t. 

s
ktD  

Demand of finished product k for scenario s in period t. 

kb  

Time needed for the production of a product entity k [min]. 

DL Delivery time of the transported quantity. 
sπ

 The occurrence probability of scenario s where 
1

1
S

s

s

π
=

=∑  
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The first objective function aims to minimize the expected total cost including 
production cost, inventory cost, penalty cost on lost demand and transportation 
cost as shown in Equation (1). In order to manage the risk of high cost, a risk 
measure (worst-case scenario) associated with the total cost distribution is in-
cluded in the proposed stochastic model. This risk metric was shown to be a very 
effective approach in stochastic programming models (Bonfill et al. 2004). Both 
the expected total cost and the worst-case cost (WC Cost) are to be minimized. 
The worst-case cost is obtained from the maximum cost over all the scenarios as 
shown in Equation (2). Indeed, the total cost should not exceed the value of worst-
case cost in all the scenarios. The second objective function shown in Equation (3) 
maximizes the customer demand satisfaction level. The customer demand satisfac-
tion level is measured as the ratio of the covered demand. However, the mathemati-
cal formulation of the second objective function doesn’t present a real operational 
policy and can lead to unrealistic results. Therefore, we consider a minimum target 
for the customer demand satisfaction (MDS) that must be attained in all the scena-
rios as detailed in Equation (4). Equation (5) provides the balance for the invento-
ry level of products in each production stage expect the last stage considering the 
amounts of products to be transported between the different plants in every scena-
rio s. Equation (6) represents the balance for inventory in the last production stage 
taking into account the products to be shipped to the customers in every scenario 
s. Equation (7) provides the inventory balance for the semi-finished products in 
every scenario s. Equation (8) provides the balance equation for lost products de-
mand at time period t in every scenario s. The lost demand is equal to the end 
product demand minus the amounts of products transported to the customer.  
Constraint (9) represents the balance for transportation between the different pro-
duction plants. Indeed, the quantity of products transported to one plant is received 
after a delivery time DL in every scenario s. The set of equation (10), (11) and 
(12) represents the production capacity constraint, storage capacity constraint and 
transportation capacity constraint respectively. Constraint (13) is the non-
negativity restriction on the decision variables. 
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4 Solution Approach 

The obtained mathematical formulation can be finally expressed as follows: 
 

min{ [ ], , }

. . (1) (13)

E Cost WC Cost MDS

s t Eqs

−
−

 (14) 

The solution of the above problem is a front of Pareto optimal solutions. This 
front of Pareto optimal reveals the tradeoffs that exist between the considered ob-
jective functions. In order to obtain the front of Pareto optimal solutions, the  
e-constraint method developed by (Haimes et al. 1971) is applied. The e-constraint 
method has been widely applied in multi-objective supply chain planning prob-
lems (Guillén et al. 2005, You and Grossmann 2008, Franca et al.  2010). In this 
approach, one of the objective functions is selected to be optimized and the other 

objective functions are transformed into constraints with allowable bounds iε . 

Subsequently, The level of 1ε  and 2ε  in Equation are altered in order to  

generate the entire front of Pareto optimal solutions as follows: 
 

{ }

1

2

min [ ]

. . (11) (13)

E Cost

s t Eqs

WC Cost

MDS

ε
ε

−
≤

≥

 (15) 

5 Illustrative Example 

The considered example involves is a multi-site manufacturing network which 
consists of 5 production stages with 8 plants and 2 finished products. The planning 
horizon contains 8 time periods and the length of a period is one week. According 
to the past sales records, the uncertain demand can be assumed to be one of four  
 
Table 1 Uncertain end product demand 

Scenario 
T1 => T5, T7 &T9 T6 T8 T10 

P1         P2 P2 P2 PROB P1 P2 PROB P1 P2 PROB 

BOOM 0 0 3750 3330 0.25 3450 3110 0.2 3 250 3050 0.25 

GOOD 0 0 2850 2610 0.35 2440 2370 0.35 2120 1980 0.3 

FAIR 0 0 2060 1850 0.25 1830 1640 0.3 1650 1420 0.35 

POOR 0 0 1410 1220 0.15 1280 1060 0.15 1020 830 0.1 
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scenarios: boom good, fair or poor. The stochastic products demand of the fi-
nished products P1 and P2 in periods T6, T8 and T10 for different scenario are de-
tailed in Table1. The numerical example is solved using LINGO 14.0 and MS-
Excel 2010 on a 32-bit Windows 7 based computer with an INTEL(R) Core (TM) 
2Duo CPU,T5670@1.8 GHZ, 1.8 GHZ, 2 GB RAM.   

 

Fig. 2 Pareto optimal solutions distribution 

In this section, the e-constraint method is applied to solve the multi-objective 
supply chain planning problem and to generate the front of Pareto-optimal solutions. 
The obtained front of Pareto is shown in Fig. 2. It is worth noting that every point of 
the front of Pareto in Fig. 2 represents a particular set of planning decisions.  

The obtained front of Pareto optimal solutions is depicted for different custom-
er demand satisfaction level (MDS=70%, 75%, 80%, 85%, 90%, 95% and 100%). 
For ease of understanding of the existing tradeoffs among the objective functions, 
the Pareto curve of the expected total cost and the worst-case cost is plotted for a 
fixed customer demand satisfaction level (MDS=90%) as shown in Fig. 3. It is 
clear from Fig. 3 that there is a significant conflict between these objective func-
tions. Indeed, when the expected total cost decreases, the worst-case cost increas-
es. It should be noted that point A represents the supply chain planning before risk 
management and point B represents the planning after risk management with min-
imum WC Cost. The WC Cost decreases from 167419 (Point A) to 165964 (Point 
B) which represents a reduction of 0.88%, whereas the total expected cost increas-
es from 148493.9 (Point A) to 156394.4 (Point B) which represents an increase of 
5.05%. In order to take in account the risk management in the supply chain plan-
ning and to reduce the high value of total cost, the decision maker could choose 
the point B from the set of Pareto optimal solutions.  
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Fig. 3 Pareto curve for the expected total cost and the worst-case cost for different demand 
satisfaction level 

6 Conclusion 

In this work, a two-stage stochastic programming model is proposed to deal with a 
multi-period multi-site supply chain planning problem under demand uncertainty. 
The supply chain planning problem is modeled as a multi-objective optimization 
formulation accounting for the minimization of the expected total cost, the mini-
mization of the worst-case cost as well as the maximization of customer demand 
satisfaction. The e-constraint method is applied in order to solve the proposed 
model. As the considered objective functions conflict with each other, the optimi-
zation problem yields to a front of Pareto-optimal solutions that reveals the trade-
offs between the different objective functions. A risk management tool (the  
worst-case scenario) is explicitly considered as a mean to reduce the high cost 
risks. Computational results show that this risk measure can relatively reduce the 
risk of incurring in high total costs. Further research needs to be done in order to 
introduce and to compare other risk measures such as downside risk and condi-
tional value-at-risk. Moreover, the effectiveness of the proposed strategy can be  
highlighted by a real industrial case study. 
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Abstract. Products in engineering design are susceptible to be changed. A change 
in one product element can involve changes in other elements. While, in most 
cases, the change impact can be partly predictable, unexpected propagation of the 
change can occur. The main objective of this work is to characterise this change 
impact in order to predict as finely as possible the consequence of the product 
change on its structure and its functions. We develop a process to explain how to 
use regression analysis to identify the type of dependency existent between two 
dimensions. Findings show that, although qualitative dependency, already used in 
the literature, aids to predict either the increase or decrease of the affected 
dimension's value after a change in instigating dimension's value, functional 
dependency offers an effective way for characterising the relationship between 
two dimensions and translate it into a function which can be helpful in the further 
works of change propagation analysis.  

Keywords: Regression, Engineering Change Management (ECM), Dependency, 
Least Squares Method (LSM).  

1 Introduction 

Products could be changed, modified or updated to answer new requirements. It is 
largely admitted that changes can be propagated within the product structure and 
functions. Predicting the possible product change propagation behaviour is an 
important task in Engineering Change Management (ECM), (Wynn, Caldwell, & 
Clarkson, 2010). This requires an appropriate method for characterising the 
change before analysing the propagation effect. 

Research on the subject, such as (Kusiak & Wang, 1995), has been mostly 
restricted to provide qualitative and quantitative dependency values for 
characterising change. But authors think that a functional dependency procures a 
higher analysis capability. Qualitative dependency aids to predict either the 



www.manaraa.com

162 M. Mahmoud et al. 

 

increase or decrease of the affected dimension's value after a change in instigating 
dimension's value. But, functional dependency offers an effective way for 
characterising the relationship between two dimensions and making regression, 
which is defined as the construction of a function from a given set of data points. 
Among interpolation methods, one of the most commonly used is the Lagrange. 
According to (Archer & Weisstein, 1999), the more data points that are used in an 
interpolation, the higher degree of the resulting Lagrange interpolating polynomial 
is found. Therefore, our purpose is to find the simplest polynomial function with 
the lowest possible degree that fit with the point cloud. 

This paper describes the proposed process using the least squared method for 
regression. The identified function approximates the dependency between the 
product parameters. This approximation is obtained thanks to a trade-off between 
the function complexity and dependency computation.  

The rest of this paper is organized as follows: Section 2 gives a brief review of 
the regression techniques; Section 3 provides details about the CAD-based 
approach for dependency identification for Engineering Change proposed in a 
previous paper. The last section is concerned with the methodology used for this 
study and how those techniques are implemented. 

2 Regression and Statistics Review 

In this section, we give a quick introduction to the basic elements of statistics 
needed for regressions dealing with function fit and regression analysis.  

2.1 Lagrange Polynomial Interpolation 

Given a set of 1 data points , , , , … , , , where each 
two  are different, the interpolation polynomial  in the Lagrange form is 
a linear combination of Lagrange basis polynomials (Jeffreys & Jeffreys, 1988), of 
degree  passes through all these points and is given by:             (1) 

Where 

                          

          
    , 1          (2) 
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2.2 The Least Squares Method (LSM) 

The least square method (LSM) is one of the most famous and oldest techniques in 
statistics analyses (Abdi, 2007). The method of Least Squares is a procedure, 
requiring just some calculus and linear algebra, to estimate the unknown 
parameters’ values of a function that fit with a set of data points (Miller, 2006). 
The oldest and the most frequent of its use is the linear regression, which 
estimates the problem as finding a line that best fits a set of data points. In this 
case, the prediction is given by the following equation: 

     (3) 

Two parameters are estimated with LSM which specify the intercept ( ) and 
the slope ( ) of the regression line, given by: 

     (4) ∑ ∑     (5) 

Where ∑      (6) 

Polynomial regresion is used to determine the parameters’ values  , 0  that make the curve best fit the data points. With three or more 
parameters, the equation describes a curve; more parameters create a more flexible 
curve. 

The quality of the regression is computed by the coefficient , which ranges 
from 0 to 1, is defined by the ratio of the residual sum of squares to the total sum 
of squares: 

 R 1 SSSS      (7) 

Where   SS ∑ Y Y and  SS ∑ Y Y   (8) 

If  equals zero it means that the regression quality was unacceptable and on 
the contrary,  equals 1 is the best quality.  

3 CAD-Based Approach for Dependency Identification for 
Engineering Change 

Characterising dependency is an important task in the EC field for evaluating the 
risk of a change and predicts its impact in and out of the system. 
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A CAD-based approach for dependency analysis was originated from our 
previous works (Zhang, 2013). The aim of this approach is to study change 
engineering passing through four steps: modelling the system, defining the change 
by selecting the instigating elements, characterising the dependency between 
elements and interpreting the results, cf. Fig. 1.  

The modelling step consists in a construction of an initial model for the studied 
system. In this model, we present all the necessary information about the system 
structure/architecture and formalise the constraints associated with parameters. In 
the second step, the identification of the change causes and the selection of the 
instigating element are essential. According to (Clarkson, Simons, & Eckert, 
2004), instigating element represents the sub-system or the component 
corresponding to changes dealing with new product requirements and needs. At 
the third stage, a characterisation of the dependency between every couple of 
elements of the system's model quantitatively, qualitatively and by a function 
linking them. At the last level of the method, all the obtained results about the 
dependency of parameters and/or components are analysed. 

 

 

Fig. 1 Engineering Change proposed approach 

In the following, we focus only on the third step of the method.  

4 The Proposed Process for Regression 

In the third step of the Engineering Change proposed approach presented in the 
previous section, and once we have finished testing all the possibilities of change 
on different dimensions, we have to identify the type of dependency between the 
dimensions pairwise.  

We denote by , , , , … , ,  the series of observations within 
two geometric dimensions  and  of the built CAD-model change. 

Assume that  represents the instigating element or the dimension to change 
and  constitutes the affected dimension after the change.  

Each dimension in the CAD-model has a definition interval. We denoted , , ,  by the lower and the upper limit of the dimension  and  

respectively. 
Where ,  and , , 1 …     (9) 
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We define also the sampling step  between a change and another on X-values,  

                  (10) 

The point cloud associated with statistical series of two different dimensions 
can have different forms (as shown in Fig. 2). Some of the structures are easily 
known, such as cloud (a) where points are almost aligned and a linear function 
exist, while others requires a deeper analysis, cloud (c) for example.  

 

Fig. 2 Point cloud examples 

We propose to find the closest function , such as, , that represents 
better the dependency between X and Y, when varying X-values. 

Given all the series of observations as input, the point cloud is plotted at a first 
time, and then a number of hypotheses are set up until finding this polynomial 
function, as presented in Fig. 3. 

The first hypothesis is (n 0). The variance of Y, which is one of several 
descriptors of a probability distribution, is calculated. V Y ∑ i 1 m             (11) 

If this variance is null, it means that all the values are identical and there is no 
dependency between the two dimensions. If it is not the case, we suppose another 
hypothesis ( 1  where a linear dependency exists between the two studied 
dimensions. This hypothesis is validated if the value of the linear regression  
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Fig. 3 Functional fit process 
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coefficient  is very close to 1. Else, the dimensions are linked with a 
polynomial regression. Every time we check if the polynomial regression 
coefficient is very close to 1, or  will be increased until finding a  degree 
( ) polynomial, using the Least Squares Method, that fit better to point cloud 
data. And if we aren’t able to find it, we use the Lagrange Polynomial 
interpolation, since the Lagrange form is unique and exist for all cases. 

In contrast of some reports in the literature that used the quantitative and 
qualitative results as characterisation of the change impact, we proposed the process 
(presented before) to generate an equation that describes the statistical relationship 
between two different dimensions  and  using some statics techniques. 

To our knowledge, this is the first study to deal with regression analysis in 
engineering change management. 

Let us suppose that we have a dependency between two dimensions denoted by  and . The cloud points describing the variation of the affected dimension  
due to a change on , is represented in Fig. 4 Regression plot. 25;  50  are the 
initial values of ;  .  

Following the process presented in Fig. 3, we validate hypothesis 3, so a 
polynomial dependency exist between and . Qualitative result, equal to (-), 
defined by the sign of the variation of , shows that  is decreasing while  
increase. Quantitative dependency which is defined by the slope of the tangent 
line passing throw the initial point ((25; 50) in our example), give us only an idea 
about the variation of  next to the initial point. However, functional 
dependency provides a function describing the variation trend of  in the 
definition domain of .  

 

Fig. 4 Regression plot 
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If we compare the qualitative, quantitative results with the polynomial dependency 
founded, we could conclude that functional dependency is the most detailed. It shows 
that there are two behaviours of the  variation, at a first time, it increase until 
reaching a maximum value, and then begin to decrease. With the functional 
dependency we are able to evaluate the change impact from one dimension to another. 

5 Conclusion 

The present study was designed to characterise the dependency of one system 
element on another in an Engineering Change Management approach. A process 
was proposed to find the polynomial function that fits better the data set points, 
using the mathematical theorems and statistics methods. As presented in section 
two, Lagrange Polynomial interpolation guarantees the existence of a  degree 
polynomial function that pass through all the  points, where . However, 
there is a trade-off between finding a better fit and having a simpler function when 
constructing interpolating polynomials. The contribution of this study has been to 
find a ’ degree polynomial function ( ’ ) that pass through the majority of 
points with a correlation coefficient  very close to 1.  

Further research might explore the selection of the sampling step chosen 
between two changes (or two points) and investigate the optimal number of data 
points which allow a better and more detailed interpolation study. 
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Abstract. This article concerns the optimization of the maintenance policy exist-
ing in the biggest fertilizer products company in Algeria. The work comprises in 
the first part an assessment of the current policy using an audit of the maintenance 
function performed on the basis of the Lavina questionnaire. Improvement sugges-
tions were presented. Secondly, one proposes the application of the “Optimization 
of the Maintenance by Reliability” approach as an effective tool for the optimiza-
tion of the production equipment’s dependability (safe of operation). An applica-
tion of this approach is carried out, for example, on a steam-turbine generator; a 
vital machine in the production process. Reliability study using Weibull’s model 
and a Failure Modes Effects Criticality Analysis (FMECA) have been carried out. 
This application has allowed, for the studied machine, selecting the optimal main-
tenance management method based on vibration analysis using appropriate tools. 
The same approach developed for the steam-turbine generator can then be applied 
for the other production equipment. 

Keywords: Maintenance policy, Optimization of the Maintenance by Reliability, 
Reliability analysis, Failure Modes Effects Criticality Analysis. 

1 Introduction 

In a competitive context, companies must satisfy the demand of their customers, 
ensuring quality and quantity of desired product at a lower cost and within the re-
quired time. Depending on the specific industry, maintenance costs can represent 
between 15 and 60 percent of the cost of goods produced. For example, in food-
related industries, average maintenance costs represent about 15 percent of the 
cost of goods produced, whereas maintenance costs for iron and steel, pulp and 
paper, and other heavy industries represent up to 60 percent of the total production 
costs (Belmahdi, 2006). Moreover, the result of ineffective maintenance manage-
ment represents a loss of more than $60 billion each year (Belmahdi, 2006).  
A reliable and efficiency policy should then be adopted. 

The maintenance policy is defined as the technical and economic objectives re-
lated to the equipment handling by the maintenance crew (service). It is in the 
context of this policy that the maintenance service “boss” implements the means 
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appropriate to the fixed objectives; we then speak about the strategy for medium 
term and tactic for the short term. Maintenance management mainly takes into ac-
count the technical, economic and financial aspects of the different methods used 
(curative, conditional preventive, and systematic preventive maintenance) to op-
timize the equipment’s availability (Meziani), (Zille, 2009). 

The traditional maintenance techniques are based on the curative maintenance 
(still called run-to-failure), and on the preventive maintenance that includes the 
systematic and the conditional types. The development of the analysis and the 
monitoring methods used in the conditional maintenance (vibration and acoustic 
advanced analysis tools, lubrication oil analysis techniques, and thermography, 
etc.), allowed creating a new maintenance technique called predictive mainten-
ance, we then speak about the early detection. 

A variety of a specific maintenance management methods have been developed 
these last years, such as the Japanese concept called Total Productive Maintenance 
(TPM), the Maintenance Steering Group developed in 1960s for the preventive 
maintenance of the Boeing 747 airplanes, the Reliability Centered Maintenance 
(RCM) developed in 1970s in USA, and the Optimization of the Maintenance by 
Reliability developed by EDF (Electricité De France) in 1990s under the French 
abbreviation OMF (Optimisation de la Maintenance par la Fiabilité).  

The Optimization of the Maintenance by Reliability was developed by EDF since 
1990 on the base of MSG-3 and RCM methods. Pilot studies carried out on different 
nuclear systems have established the foundations of the method. It was then genera-
lized on the totality of the nuclear power plants and implemented since 1993 on fifty 
systems considered as most important on the view-point of safety, availability, and 
operational costs criteria. The method was adapted in 1995 for use on other types of 
plants (coal power plants, combustion turbines, transmission lines, wind ...). Main-
tenance service companies have transferred this method to other industries (automo-
tive, offshore ...). A second generation method was developed in 2003 to allow  
including the revision of preventive maintenance programs established with the  
initial method, and the analysis of smaller systems (Mortureux). 

In this paper an optimization of the maintenance policy existing in the biggest 
fertilizer products company in Algeria using the concept (OMF) is proposed. First 
an evaluation of the existing maintenance policy is carried out using the Lavina 
questionnaire (Lavina, 1994). The application of the Optimization of the Mainten-
ance by Reliability approach is then proposed to improve the dependability of the 
production equipment. This method is applied on a steam-turbine generator which 
is a vital machine in the production process. Reliability study using Weibull’s 
model and a Failure Modes Effects Criticality Analysis (FMECA) have been  
carried out. 

2 Evaluation of the Actual Maintenance Policy 

The essential step in this case is to assess the actual maintenance policy, to target the 
eventual weaknesses, and to make necessary changes. We propose the following 
questionnaire based on the work of Lavina (Lavina, 1994). This questionnaire is 
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prepared in 12 categories. For each item, a series of questions is asked. For each 
question, five answer choices are offered. For each response, a score is assigned. At 
the end of each section, the total points are added. As the questionnaires are very 
long, it is impossible for us to show all of them, it is for this reason that we show in 
table 1 just an extract relating to the first category (general organization). The final 
result of this analysis is shown by table 2. It identifies six areas of weaknesses where 
improvement’s action is a priority. These are the areas for which the percentage 
indicated in the fourth column of the table 2 is less than that of the total score: 
(general organization, organization of the workshop, tools, technical documentation, 
subcontracting, and control of activity). Weaknesses are identified, suggestions for 
improvement were made (table 3). Figure 1 shows the diagram of Kiviat showing 
the state of the current maintenance method and the desired state after the proposed 
improvements. 

Table 1 Extract of the item related to the general organization 

A – General organization No 
Rather 

no 
Neither 

yes nor no 
Rather 

yes 
Yes 

1. Have you defined in writing and 
approved the organization of the 
maintenance function?  

 
0 

 
7.5 

 
15 

 
22.5 

 
30 

2. Is the function’s sheets of each of 
running positions exist?  

 
0 

 
5 

 
10 

 
15 

 
20 

3. Have you periodical meetings with 
your staff to review the work to be 
performed?  

 
0 

 
2.5 

 
5 

 
7.5 

 
10 

- 
- 

- 
- 

- 
- 

- 
- 

- 
- 

 

Table 2 Results of the Lavina questionnaire 

Analysis domain Obtained score Max. possible % 

General organization 155 250 62% 

Work method 245 250 98% 

Equipment’s technical follow-up 235 250 94% 

Activity coast management 295 300 98.33% 

Spare part stock 175 200 87.5% 

Spare part purchasing and supplying 155 200 77.5% 

Organization of the workshop 127.5 200 63.75% 

Tools 110 200 55% 

Technical documentation 132.5 200 66.25% 

Personnel and training 350 400 87.5% 

Subcontracting 102.5 250 41% 

Control of activity 170 300 56.66% 

Total score 2252.5 3000 75.08% 
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Table 3 Suggestions of improvement 

General organization 

- Define the tasks and responsibilities in the 
organization and check them periodically 
- Strengthen the management staff 
- Appointment of a responsible for 
coordinating the work, supplies, installation 
and training 

Organization of the workshop 
- Moving the workshop near equipment to 
maintain 

Tools  
 

- Update inventory regularly 
- Provide special tools and test equipment  
- Perform a reliable calibration of 
measuring equipment 

Technical documentation 

- Update drawings and diagrams of 
equipment 
- Record the equipment’s modification and 
classify the corresponding repair files 
- Strengthening of reprographic means 

Subcontracting 

- Carefully elaborate descriptions of the 
work and the specifications 
- Evaluate and engage subcontractors 
according to technical and skill criteria 

Control of activity 

- Follow service performance 
- Make regular activity report 
- Make regular reports tracking hours, 
consumed parts, and labor costs 

 

Fig. 1 Diagram of Kiviat (in red the current state, and in blue the desired state) 

3 Application of the “Optimization of the Maintenance by 
Reliability” Approach (OMF) 

Dependability is defined as "the set of properties that describe the availability and 
its influencing factors: reliability, maintainability and maintenance support." 
Three main approaches of the dependability exist: The MSG-3 method developed 
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in the 1960s by Boeing, Reliability Centered Maintenance (RCM) developed in 
the 1970s in USA, and finally the OMF (as developed in French language: 
Optimisation de la Maintenance par la Fiabilité)) approach developed in the 1990s 
by EDF (Electricité De France). 

The OMF approach includes, among others, reliability analysis, and a risk 
assessment by applying the FMECA method (Failure Modes Effects Criticality 
Analysis), and finally an optimization of the maintenance actions. Figure 2 
represents the steps of the OMF. An application of this approach was performed 
on a turbo-generator which is one of the most important equipment of the 
company. Figure 3 shows a photo of the turbo-generator. 

 

 

 

Fig. 2 Steps of the OMF approach 

 

 

 

 

 

Fig. 3 Photo of the turbo-generator 

3.1 Reliability Analysis Using Weibull’s Model 

Figure 3 shows the adjustment of the TBF (Time Between Failure) obtained by the 
Weibull’s model, and the figure 4 shows the reliability function of the machine. 
Two main points are to note: 

Alternator 
Reducer 

Steam-turbine 

Risk evaluation 
1. Functional analysis of the system 
2. FMECA analysis 

Maintenance history 
1. Factual and economic analyses of the  
    experience feedback 
2.  Evaluation of the reliability indicators 

Maintenance optimization 
1. Analysis and selection of the maintenance tasks 
2. Final choice and tasks grouping 
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1. The machine has a Mean Time Between Failure (MTBF) equal to 814 hours, 
which is used to estimate the frequencies of preventive visits; 
2. The machine is not reliable because its reliability for t=MTBF is equal to 
35.85%, which is a very low rate. This leads us to seek to make improvements or 
adjustments to the maintenance strategy applied to this machine. 

 

Fig. 4 TBF distribution and Weibull’s model adjustment 

 

Fig. 5 Reliability vs. time of the turbo-generator obtained by Weibull’s model 

3.2 Failure Modes Effects Criticality Analysis  

The FMECA method consists in decomposing a system into several subsystems, 
to identify all the failure modes of each component as well as its corresponding 
cause(s). Criticality (C) is then assigned to each mode and which is the product of 
three criteria: (O) criterion like occurrence, the criterion (D) like detection, and 
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finally the criterion (G) like gravity. Tables to assess the three criteria are used. 
Before the application of the FMECA method the machine is decomposed into 
four components: the steam-turbine, the reducer, the alternator, and the coupling 
system (see the functional analysis in figure 5). For each component the possible 
failure modes and the corresponding cause(s) are evaluated. A criticality (C) is 
then assigned to each cause starting from the three criteria (O, D, and G). Table 4 
shows an extract of the FMECA method of the turbo-generator concerning just the 
reducer, because the whole analysis is very long. 

Table 4 Extract of the FMECA method concerning the reducer 

Element Function 
Failures Criticality 

O    D    G    C Modes  Causes Effects 

Speed 
reducer 
 

Reduce 
the rota-
tion 
speed 
from 
9000 
RPM to 
1500 
RPM 

Abnormal 
noise 

- Bearings 
failure 

- Bearings 
overheating.  

1 
 

4 
 

4 
 

16 

High vibra-
tion 

- Misalign-
ment of the re-
ducer’s rotor 

- Abnormal 
noise and vi-
bration 

1 2 4 8 

- Reducer 
gear’s teeth 
wear 

- Abnormal 
noise and vi-
bration 

2 4 4 32 

- Loosening or 
shearing of  
anchor bolts 

- Axial displa-
cement (emer-
gency stop) 

1 3 3 9 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Functional analysis of the turbo-generator 

Functional decomposition  
of the turbo-generator

Reducer

Principal function: 
Electricity production 
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Principal function: 
Reduction of the rota-
tion speed from 9000 
RPM to 1500 RPM 

Alternator

Principal function: 
Conversion of the me-
chanical power to elec-

tricity 

Coupling

Coupling

Steam
Principal function: 
Supply the turbine 

Turbine

Principal function: 
Production of the rotation 

motion at 9000 RPM 
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3.3 Proposition of a Special Maintenance Plan 

Table 5 shows the proposed new maintenance plan based on the reliability 
analysis and the FMECA method. One can see that the usual maintenance 
operations are conserved (as lubrication, periodical checks, periodical 
replacements, etc.). The special maintenance plan concerns the failure modes 
having a criticality criterion upper than 16. The highest criticality is equal to 32, it 
concerns the failure mode “Reducer gear’s teeth wear”. In this context we propose 
the implementation of a maintenance plan based on the vibratory analysis using 
adapted analysis tools. 

3.4 Application of the Vibratory Analysis for the Detection of a 
Gear Teeth Failure of the Reducer 

During our investigations a critical problem has been observed; it is the high level 
of vibrations and an intense noise especially on the reducer. This leads to carry out 
a series of vibratory measurements and the signals’ processing using spectral and 
cepstral analyses. Actually it is a real test of the proposed maintenance policy. 
Figure 6 shows two spectra around the meshing frequency, which is modulated by 
sidebands spaced with the rotation speed of the input and the output shafts.  
 
Table 5 Proposed maintenance plan 

 Periodicity 

Usual maintenance operations: lubrication, periodical checks, 
periodical replacements, …etc. 

The same periodicity 
adopted by the 
maintenance crew 

Proposed special maintenance plan 
Operation (failure mode) Mode’s criticality Periodicity 

General visit of the whole machine 
including a vibratory monitoring 
by overall measures (especially 
reducer’s bearings and wheels) 

16 for reducer’s bearings failure 
32 for reducer’s wheels wear 

Every day using 
portable analyzer or by 
adopting an online 
monitoring system.  

Check the global state of the 
coupling (coupling play) 

16 Every week 

Check the alignment of the turbine 
by spectral analysis 

18 
Every 15 days or if the 
overall measures are 
high than standards 

Periodical check of the reducer’s 
wheels wear: 
- Using specific scalar indicators 
(kurtosis, crest factor) 
- Using spectral analysis or 
advanced signal processing tools 
like cepstrum or envelope analysis 

 
 
 

32 (the highest criticality) 

 
 
Every week 
 
Every 15 days or if the 
overall measures are 
high than standards 
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This put in the mind the presence of a combined defect. The diagnosis is 
confirmed by the cepstrum of figure 7. The cepstrum highlights two quefrencies 
corresponding to the rotation frequency of the input and output shafts. The 
diagnosis is confirmed by the maintenance crew few times after the vibratory 
analysis. 

 

 

 

 

 

 
 
 
 
 
 
 

 

Fig. 7 Spectra around the meshing frequency 

 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Cepstrum showing two quefrencies 
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4 Conclusion 

An approach is proposed in this paper for the optimization of the maintenance 
policy in the largest Algerian company of fertilizer products. The work includes 
an evaluation of the current policy by the method of Lavina, leading to target 
weaknesses and identify improvements to make. Secondly the “Optimization of 
the Maintenance by Reliability” approach is proposed as an effective tool for 
optimizing the dependability of the production equipment; the pillar of a good 
maintenance policy. An example of this approach has been applied on a turbo-
generator, including functional and reliability analyses, and a FMECA approach. 
A new maintenance plan is proposed on the base of the results obtained by the 
(OMR) approach. The same analysis carried out on the turbo-generator can be 
applied on the other vital production equipment of the company. 
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Abstract. The higher complexity of the mechatronical wind turbine system re-
quires taking a great effort from the early stage of the design process. Wind tur-
bine power trains are subjected to a very diverse spectrum of dynamic loads. In 
order to obtain preliminary information about the dynamic behavior of the wind 
turbine system and its operating environment, the drive system model is developed 
in this paper. This model contains flexible and rigid structural components in or-
der to predict the dynamic characteristics of the torsional vibration. All these 
structural components are systematically coupled in one analysis model, through a 
simple modeling process in Modelica/Dymola environment. Making the right 
technology and architectural choices early in the development program, will sub-
stantially decrease rework and related costs. 

Keywords: Wind turbine, Flexible, Preliminary design, Torsional vibration,  
Modelica/ Dymola. 

1 Introduction 

Mechatronic is the synergistic integration of mechanical system, electronics com-
ponents, actuators and sensors. The mechanical system can be seen as a multi 
physic system coupling the mechanical structure with other multi-physic sub-
systems such as electrical, thermal and electromagnetic (Hammadi et al. 2014).  
Integrated mechatronic design aims to analyze the behavior of the mechatronic 
system, taking into consideration the tight coupling between control and multi-
physics system (Hammadi 2012). 

The wind turbine can be considered as a typical mechatronic system which is 
consisting of mechanical, electrical and control subsystems interacting among 
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each other. It became an important choice for renewable electrical energy produc-
tion throughout the world. Because of this, Investigation of wind turbines using 
numerical simulation becomes more and more significant. 

Similar to all projects, the one of wind turbines is divided, with well-defined 
target, into successive phases. In every phase, operations have to be carried out 
and decisions must to be taken by various actors, taking into consideration the 
technical, environmental, economical and political issues. 

In the past few decades, wind turbine technology has been substantially devel-
oped.  Latest technology enables wind turbines to generate large electrical power 
in order to meet the energy demand. In fact, the aim of the modern wind turbine 
research is to maximise the output electrical power and to have stable power out-
put with the minimum possible cost and with the instability of wind speed. To 
achieve this, specific information on the environmental loading and structure  
response is needed form the early phase of the design cycle of the wind turbine.  

For instance, (Arbaoui and Aski 2010) developed a support tool for the prelim-
inary design of a wind turbine. This approach is based on the development of a set 
of constraints derived from engineering knowledge, in order to support the differ-
ent actors in making decisions about choices inherent to their activities in the field 
of wind energy. It targets to maximize the performance and to reduce the cost of 
the produced energy. 

In the preliminary design phase, a quick overview on the environmental load of 
the wind turbine on its structure may be very useful. Moreover, in this phase a 
very few detail about the environmental parameters and the wind turbine structure 
is known. Therefore, to simulate the wind turbine requires just the most principal 
input data. In the last few years a lot of attention has been given to model the me-
chanical structure of wind turbine. For example, (Zhaoa et al. 2007) developed a 
new multi-rigid-body model for a wind turbine structure. In this approach, the 
flexible bodies like shafts, rotors blades and tower are modelled by a set of rigid 
bodies connected by cardanic joints geometrically and constrained by spring 
forces elastically. This methodology is adapted for the analysis of global vibration. 
(Chantharasenawong et al. 2011) proposed a preliminary design of the modular 
tower of 1.5-MW onshore wind turbine. This method is based on studying the  
increased tower base diameter effects on its tower mass and wall thickness. 

(Lee et al. 2002) presented a new methodology to study the dynamic behavior 
of the wind turbine. This method is based on representing the wind turbine as a 
multi-flexible-body system. In fact, it is based on separating the complete system 
into rigid body (nacelle, hub) and flexible subsystems (blades, tower). The rigid 
bodies are modeled using Kans’ method. This method allows reducing the com-
plexity of the equations of motions for the multi-rigid body part. The tower and 
the blades are considered to be flexible in bending and torsion in two directions.  

Extreme fatigue and structural loads are important issues in turbine design; the 
reduction of these loads might create a significant diminution in turbine cost by 
reducing required materials, decreasing maintenance, and improving global tur-
bine reliability. Thus, applying new and innovative load control techniques can 
decrease excessive loads, which affect the mechanical structure of the system. 
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This engineering challenge pushes researchers to ameliorate the techniques of con-
trolling rotors power and loads. Many published literature is available regarding 
wind turbine control. For examples, PID (proportional integral derivative control-
ler) was used to control the rotor speed in order to regulate the output frequency of 
induction generator (Paret 2014). PID controller can also eliminate system error, 
adjust overshoot of the system and regulate rotor speed in order to capture the 
maximum rotor power (Hou 2014). 

The objective of this paper is to propose a pre-dimensioning approach to study 
the influence of various parameters on the dynamic response of the wind turbine 
system driven in order to produce a suitable compromise between the viability, the 
cost as well as the quality of the energy produced. A proportional derivative 
integral Controller (PID) is used to control the aerodynamic power of the wind 
turbine. The organization of this paper is as following: the first section deals  
with this introduction. In Section 2, the wind turbine description is presented. In 
section 3, we introduce the modelling of the system using the modelling language 
Modelica. The results of simulation are shown in section 4. The conclusion of our  
paper is given in section 5. 

2 Wind Turbine Description 

The current wind power generation system is adapted to transform the slow rota-
tion speed of the rotor side to a fast rotational speed of the generator side. It con-
sists of a rotor, a low speed of the rotor shaft, a gearbox and a high-speed shaft of 
the generator rotor. The slow shaft is considered as flexible while the fast shaft is 
infinitely rigid. The flexible modes of blades are supposed high enough to be neg-
lected and all the flexible modes are located in the flexible element of the slow 
shaft. We consider that the mechanical system is characterized by the sum of all 
the mechanical characteristics. We used then, the mechanical model of the drive 
system having two-mass which is very used in the literature as shown in Fig. 1. 

 

Fig. 1 Schema of the drive system with two masses 
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The masse inertia of the rotor side is represented by rJ , the slow shaft is cha-

racterized by a torsion coefficient lsB  and an elasticity lsK , the fast shaft is rigid; 

the inertia of the fast shaft associated with the generator is represented by gJ . 

The power available from the wind through a surface s is defined by: 

3
VP .s.v= ρ         (1) 

where, ρ is the air density and v  is the wind speed. 

The mechanical power of the wind turbine is then: 

3

tur p

.s.v
P C

2

ρ=      (2) 

The power coefficient is defined by the ratio of the power received by the  
turbine on the wind power: 

tur
p

V

P
C

P
=                                   (3) 

The aerodynamic torque is given by this relation: 

3
tur

a p
t t

P 1 .s.v
T C

2

ρ= =
ω ω

                         (4) 

Where, tω is the rotor speed. 

The multiplier is the connection between the turbine and the generator in order 
to adjust the speed of the turbine with that of the generator. Friction, elasticity and 
wasted energy in the multiplier are neglected. For an ideal multiplier: 

lc g hcT n .T=               (5) 

where, gn is the transmission ratio of the multiplier, lcT  is the torque of the slow 

shaft, hcT  is the torque of the fast shaft.  

The rotor dynamic is characterized by a differential equation of the first order: 

r t a lsJ T Tω = −                                (6) 

( ) ( )ls ls t ls ls t lsT B K= θ − θ + ω − ω
                       (7) 

where, lsω is the speed of the slow shaft, tθ  is the angular position of the rotor and 

lsθ is the angular position of the slow shaft.  

The speed and the angular position of the generator 

g g ls

g g ls

n

n

θ θ
ω ω

=

=
         (8) 
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3 Modelica Implementation 

Exploiting the object-oriented features of the Modelica language, we implement 
the studied model in Modelica. The system may be composed of a connected set 
of objects using the standard Modelica library. 

 

 

Fig. 2 Model of the system in Dymola/Modelica 

The considered elements in the wind turbine modeling are: Control part (PID), 
torque, generator, inertias, spring, damper, ideal gear, voltage sensors, ground and 
resistor.  

In order to control the output power, we used a control system. The PID con-
troller checks the power output of the turbine. In fact, we used a voltage sensor to 
measure the voltage at the terminals of the generator. When the power output 
cross a threshold limit, it sends an actuating signal in order to adjust the input tor-
que. We assume that the PID controller allows generating a maximum torque of 
7000 N. m, and the desired generated voltage is about 700 V. 

4 Parametric Study 

After modelling the entire system, an analysis was carried out for different para-
meters. Figs.3 and 4 show the input torque and the measured voltage according to 
time.   

Figs.3 and 4 show that when the measured voltage is very low, a maximum tor-
que is needed (the rotor will rotate with a very quick speed) until the voltage 
reaches the value of 700V (the nominal value). After that, the rotor will run freely 
and the amplitude of torque tends to zero. Therefore, the PID controller tries to 
maintain the output voltage. 
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Fig. 3 Input torque (N.m) 

 

Fig. 4 Measured voltages (V) 

To bring up the effect of the mechanical characteristic of the wind turbine on 
the output power, we observed the response of the system (the variation of the in-
put torque and the measured voltage) for three values of the multiplier ratio 
( 0.01gn = 0.02gn = and 0.03gn = ) as shown in Figs. 5and 6.  

 

Fig. 5 Aerodynamic torque according to the multiplier ratio 
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Fig. 6 Measured voltages according to the multiplier ratio 

Figs. 5 and 6 illustrate that when 0.03gn = , the measured voltage reached 

quickly the nominal value (700V) and the input torque lasts less time at the no-
minal value (7000 N.m). But we can notice also, that the fluctuation frequency on 
the two curves (torque and voltage) when 0.01gn = is the lower. We can deduced 

that the multiplier ratio has a great effect on the response time to generate electric-
ity and that the right choice of the multiplier can reduce vibration and minimizing 
mechanical stresses in the wind turbine structure. 

The mechanical properties have a great influence on the dynamic response of 
the wind turbine system. Fig. 7 shows the variation of the angular position of the 
generator according to the friction and the twist coefficients on the slow shaft. It 
can be seen that the angular position of the generator increases with the increasing 
of the two parameters (the twist and the friction coefficient) and then, the torsion 
vibration increases with the flexibility of the slow shaft. Therefore, we can deduce 
that the shaft characteristics have an important impact on reducing the torsional 
vibration of wind turbine components. 

 

Fig. 7 Angular position of the slow shaft according to the twist and friction coefficient 
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Fig. 8 illustrates the variation of the angular position of the generator according 
to the multiplier ratio. As it can be seen, the angular position increases with the in-
creasing of the multiplier ratio. So, despite the increase value of the multiplier  
ration has the advantage of quickly reach the value of the desired voltage, the in-
creasing of  this ratio has an important impact on the torsional vibration of the 
shafts. 

 

Fig. 8 Angular position of the generator according to multiplier ratio 

Figs. 9 and 10 show the variation of the measured voltage according to diverse 
inertia values of inertia (mass inertia of the rotor side Jr and mass inertia of the 
generator side Jg) 

 

Fig. 9 Measured voltages according to different values of Jr 
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Fig. 10 Measured voltages according to different values of Jg 

These figures show clearly that the output generated power depends enormous-
ly on the mass inertia of the rotor side as well as the mass inertia of the generator 
side. So, the more the inertia value decreases the more the desired tension value 
reached very quickly. Inertias of the rotating components have an influence on the 
output voltage value.  

5 Conclusion 

In this paper, we proposed a method of the preliminary design. This method al-
lows studying the dynamic behaviour of the wind turbine drive system. In order to 
capture the pertinent characteristics, a two mass model has been used. A Propor-
tional Integral Derivative (PID) controller is used to control the voltage produced 
in order to adjust the input torque and therefore to maximize the generated electric 
power. The system was simulating using Modelica/Dymola. This method can be 
useful to study the influence of various parameters on the mechatronical system 
response in order to regulate the output power and to minimize the mechanical  
vibration on various parts of the wind turbine. 
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Abstract. In this work a new design for the geometrical configuration of the strin-
gers in a pressurized cylindrical fuselage panel is proposed. This design seeks to 
improve the mechanical performance in terms natural frequencies, deformation, 
stress, strain, etc while keeping its mass less than or equal to the stringer design 
currently in use. 

A quasi-hexagonal tessellation design is used for the stringers. A finite element 
model was built for two fuselage panel sections one with quasi-hexagonal stinger 
configuration and the other with a conventional stringer configuration. The per-
formance of both panels in terms of natural frequencies their response typical fu-
selage loading conditions was compared. Results indicate that the quasi-hexagonal 
string configuration maybe superior in some respects. 

Keywords: Tessellation, Fuselage, Eigenmodes, Stress analysis.  

1 Introduction 

The fuselage of most aircraft is a cylindrical shell stiffened by primary structural 
members known as stringers and frames; they run longitudinally and circumferen-
tially respectively on the inner side of the cylindrical shell. Their primary purpose 
is to provide stiffness and bear most of the loads applied to the fuselage. The lon-
gitudinal configuration of the stringers has remained practically unchanged in 
most fuselage designs. 

Fig. 1 shows the inner side of a typical fuselage structure where he primary and 
secondary structural stiffening members are indicated. The frames are supporting 
members that run along the circumference of the fuselage. The stringers are mem-
bers that run along the axial direction of the fuselage. The roles of these members 
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is to support a major part of the loads experienced by the fuselage structure and at 
the same time provide support for the skin. The operating environment of the fuse-
lage requires it to be stiff, fatigue resistant and light.  

Other stiffening features are used in launch vehicles in aerospace applications. 
Space vehicles are subjected to compressive loading among other things and are 
prone to buckling failure. Their shells are stiffened using isogrids or anisogrids to 
prevent buckling as shown in Fig. 2. Several studies are conducted on the buckling 
of grid stiffened shells and their optimization. Vasiliev has conducted several expe-
rimental studies on the performance of composite materials anisogrids (Vasiliev  
et al. 2001; Vasiliev et al. 2012; Vasiliev and Razin 2006). Totaro has conducted a 
theoretical study on the buckling of anisogrids and their optimization (Totaro 2012, 
2013; Totaro et al. 2013). Buragohain has also studied the buckling analysis of a 
hexagonal lattice stiffened cylindrical shell (Buragohain and Velmurugan 2009). 

The motivation behind this work is to explore the possibility of using stringer 
configurations other than axially aligned linear stringers as shown in Fig. 3(b). 
There are many possible configurations such isogrids Fig. 2, regular hexagonal 
grid, isogonal periodic, semi-regular, Voronoi, Delaunay, etc. The tessellation of a 
non-plane surface is a subject of interest in disciplines such computer graphics, 
meshing algorithms and architectural design. Pottmann (Pottmann et al. 2015) 
presents and overview of architectural structures which are either composed of  
polyhedral cells or closely related shapes. 

Among all possible tessellations, the honeycomb hexagonal regular grid is the 
most interesting. The honeycomb conjecture states that a regular hexagonal grid is 
the most optimal way to partition a surface into regions of equal area with the least 
amount of total perimeter. This is an ancient result by Marcus Terentius Varro 
dates back to 36 B.C and has been recently proven mathematically by Hales 
(Hales 2001). If we consider the stringers on a cylindrical fuselage panel as the 
partitioning element as shown in Fig. 3(a) and if these stringers are arranged in 
hexagonal grid configuration then according to the honeycomb conjecture we can 
be sure that the shortest total length of stringers is being used to stiffen the cylin-
drical fuselage panel. In fact, the honeycomb conjecture applies to plane surfaces 
only but Wenninger (Wenninger 1979) stated that applying it to a cylindrical  
surface is not a much different problem. 

Knowing that the shortest total length of the stringers is guaranteed with a hex-
agonal grid it is interesting to explore the mechanical performance of a panel sec-
tion with such a stringer configuration based and compare it to the baseline case of 
linear stringer configuration of Fig. 3(b). In particular, we interested in the natural 
vibration modes, displacements and stresses when the fuselage panel section is 
subjected to internal pressure, axial loading, etc. These are typical loading condi-
tions experienced by commercial aircraft fuselage panel sections. A finite element 
study is conducted to evaluate the response of the structure to loading in terms of 
displacement, stress and natural frequencies. These results will be compared to 
those of an identical panel section but with a conventional rectangular stringer grid 
as shown in Fig. 3(b). 
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Fig. 1 Typical fuselage structure with stiffening members 

 

Fig. 2 (left) isogrid stiffening detail; (right) cylindrical anisogrid stiffening structure 

    

Fig. 3 (a) Cylindrical stiffened by a hexagonally tessellated grid; (b) cylindrical shell  
stiffened by a linear grid 

2 Statement of the Problem 

2.1 Geometry and Parameters 

Fig. 3 shows both fuselage panel sections (hexagonal and linear grids) with the 
frames, the geometric parameters for the skin, frames and stringer grids are given 
in Fig. 3 and Fig. 4 for both structures and they are defined as follows: 
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Skin: 
:Pt  skin thickness 

:PR Radius of the panel section (skin) 

:aL axial length of the panel section. 

Lθ : circumferential length of the panel

(section) 

Frame: 
:FA cross-sectional area of the frame. 
:FL inter-frame distance 

Fn : number of frames in the panel. 
 

Linear grid stringers: 
:SA cross-sectional area of the stringer. 
:SL inter-stringer distance 

Sn : number of stringers in the panel. 
 

Hexagonal grid stringers: (see Fig. 4) 

an : number of hexagonal cells in the 
axial direction. 
nθ : number of hexagonal cells in the cir-
cumferential direction. 

, :α β inscribed hexagonal cell angles. 
,a b :lengths of the sides of the hexagonal 

cell 

 

Fig. 4 geometric parameters for hexagonal grid panel 

2.2 Total Stringer Length Equivalence 

In both grids (hexagonal and linear) of Fig. 3 we wish to use the same total length 
of stringer elements that can tessellate the surface area of the fuselage panel of 
dimensions aL Lθ× as in Fig. 4. The total length of the stringer elements 

L
L in the 

linear configuration is defined as: 

 L S aL n L=   (1) 

The total length of stringer elements HL in the hexagonal grid is a function of 

the geometric parameters as follows: 

 ( ), , , , ,H H aL L a b n nθα β=   (2) 
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In the most general case the variables ( ), , ,a b α β of the geometry of the hex-

agonal grid in equation (2) can lead to shapes that do not tessellate the shell's sur-
face. In order to avoid this, the following constraints are added: 

 and  0a b α= >   (3) 

This results in the relation
2

2πβ α= − . In light of this we can write: 

 ( ), , ,
H H a

L L a n nθα=   (4) 

The length equivalence between the hexagonal and linear grids requires that

H L
L L= . However, this is not always possible. Instead, we seek to minimize the 

difference between the two lengths while keeping 
H L

L L≤  by finding the optimal 

set of variables ( ), , ,
a

a n nθα . The problem is stated as: 

( ) ( ) [ ]
( ) ( ) ( )2 2

; 0;    α 0,

subject to: 2 sin 1 co

min , , ,

s

, such that

 d

 

an  
H a L a

a aa

L a n a

L n a L n a a n

n L n nθ θ

θ
α α

θ

πα +∈ > ∈

= = + +

−⎧
⎨
⎩

 (5) 

H
L in equation (5) is given 

 

( )
1
2 if  is odd

3 2  ;   where  
0 o

, ,

therwise2

,H a S

a
S

a
a

L a n n a

nn
N n p

N

n n p

θ

θ θ

α

⎧
= + +

=

+ = ⎨
⎩

  (6) 

SN is the total number of hexagon sides in the grid assumed to be all of equal 

length a . Equations (5) and (6) constitute a mixed integer nonlinear programming 

optimization problem since the variables ( ),
a

n nθ are constrained to be integers  

they represent the number of hexagonal cells along the axial and circumferential  
directions, respectively. 

 

 

Fig. 5 Optimum hexagonal grid search using MS Excel solver capability 
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This problem is solved using the addin solver capability in the Microsoft-Excel 
spreadsheet software as shown in Fig. 5. Using values for given in Ta-

ble 1 the optimal point solution to problem (5) and the associated constraint (6) is

; these values are used to build the finite 

element model of the structure with hexagonal grid stringer configuration. 

3 Finite Element Analysis 

Two analyses are conducted for each panel. The first is an eigenmodes extraction 
procedure in order to determine the natural frequencies and their associated mod-
es. In the second, a uniform pressure is applied on the inner side of the panel sec-
tion and displacement and stresses in both structures are analyzed and compared. 

3.1 Geometry and Material Data 

The geometries of the both panels (hexagonal, linear) are shown in Fig. 3 and  
Fig. 4; the numerical values for the parameters therein are given in Table 1.  

The materials used for the fuselage section are AL2024T3 for the skin and 
AL7075T3 for the frames and stringers. There material data is provided in Table 2 
along with their thicknesses. 

3.2 Mesh, Boundary Conditions and Loading 

The models of the fuselage panel sections (hexagonal, linear) were built using the 
ABAQUS finite element software. Thin shell elements of type S4R (4-noded re-
duced integration shell elements) were used to model all the components of the 
panel section. The assembly of the frames and stringers to the skin is modeled us-
ing multipoint constraints; nodes from different parts in contact with each other 
are constrained to have the same displacement vector. Table 3 provides some  
statistics about the finite element mesh for both models. 

The boundary conditions applied are shown in Fig. 6 with respect to a cylin-
drical reference frame whose Z axis coincides with longitudinal axis of the fuse-
lage panel. The boundary conditions are: θ Symmetry on edges A, B 
( )0Zu r rθ θ= = =  Z Symmetry on edges C, D ( )0Z ru r rθ= = = ; where 

( ), ,r Zu u uθ and ( ), ,r Zr r rθ are the components of the displacement and rotation 

vectors in the cylindrical reference frame ( ), ,r Zθ , respectively. 

The skin of the panel section is subjected to a uniform pressure 0.06 MPap =
as shown in Fig. 6  
 

 

( ), ,a SL L nθ

( ) ( )* * * *, , , 216.1 mm,133.3º, 8,3aa n nθα =
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Table 1 Geometric parameters for the fuselage panel section 

Skin Frame Stringers 

 Unit Value  Unit Value  Unit Value 

Pt   mm  1.2 FA  2mm  443.2 SA  2mm  148.8 

PR  mm  1676 FL  mm  482.6 SL  mm  190.5 

aL  mm  2500 Fn   - 6 Sn  - 7 

Lθ  mm  1190    *
an  - 8 

      *nθ  - 3 

      *α  Deg 133.2 
      *a mm 216.05  

Table 2 Material data of the fuselage panel section 

Component  Material Young's 
modulus 

Yield  
limit 

Density Poisson's  
Coefficient 

Thickness 

Unit  GPa MPa kg/m3 - mm 

Skin 2024T3 71 276 2680 0.3 1.2 

Frame 
7075T3 71 540 2680 0.3 1.6 

Stringers 

Table 3 Finite element model mesh statistics 

Component  Element type Number of elements 

  Linear grid Hexagonal grid 

Skin 

S4R 

6776 6776 

Stringer 8280 143630 

Frame 19080 19080 

 

Fig. 6 loading and boundary conditions 

4 Results and Discussion 

Panel sections with hexagonal and linear grids were analyzed for eigenmode ex-
traction and static analysis. The same analyses was repeated for the panel section 
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but with the frames removed in order single out the effect of the stringer grid on 
the skin. A total of eight analysis cases were conducted. 

4.1 Eigenmode Extraction 

Panels without Frames: The first 15 modes for the panels with hexagonal and li-
near stringer grids without frames are extracted the eigenvalues for each panel are 
shown in Fig. 7. Graphs show that over the first 15 modes the eigenvalues for the 
panel section with the hexagonal grid (PSHG) are greater than the eigenvalues of 
the panel section with a linear grid (PSLG). Keeping in mind that these to struc-
ture have the same mass we can conclude that the PSHG is stiffer than the PSLG 
under the current boundary conditions. At the 15th eigenmode the frequency of 
PSGH is 3 times as much as it counterpart in PSLG. 

Panels with Frames: similarly the first 15 eigenmodes were extracted for the 
panel section with hexagonal grid and with frames (PSHGF) and the panel section 
with linear grid and with frames (PSLGF). The results are presented in Fig. 8;  
the stiffening effect of the frames on the PSLGF can clearly be seen in the first 3 
modes; in subsequent modes the PSHGF remains stiffer than the PSLGF.  
However, this difference decays as the mode number increases.  

 

Fig. 7 Eigenvalues for PSHG and PSLG 

 

Fig. 8 Eigenvalues for PSHGF and PSLGF 



www.manaraa.com

Mechanical Response of a Pressurized Cylindrical Shell 199 

 

4.2 Static Analysis 

Panels without Frames: the PSHG and PSLG were analyzed in static analysis 
under a uniform pressure load ( )0.06 MPap = . The Mises stress fields in the skin 

for both panels are presented in Fig. 9. The overall stress levels in the PSHG are 
about 7% higher than PSLG. It is clear that the skin in PSHG is experiencing  
severe stress conditions in comparison to PSLG. 

Panels with Frames: the Mises stress for PSHGF and PSLGF are presented in 
Fig. 10, the average stress level in PSHGF is approximately 10% higher than in 
PSLGF. Again the skin is experiencing more severe stress states in PSHGF. 

 

 

Fig. 9 Mises stress for PSHG and PSLG (no frames) 

 

Fig. 10 Mises stress for PSHGF and PSLGF (with frames) 

5 Conclusion 

A fuselage panel with a hexagonal stringer grid was analyzed and compared to a 
conventional fuselage panel section with a linear stringer grid. The parameters of 
the hexagonal cell were determined from a mixed-integer programming optimiza-
tion problem. The optimal design parameters are used to build finite element mod-
el of the panel section with a hexagonal grid; also a finite element model is built 
for the fuselage panel section with a linear stringer grid. The response of the two 
structure from an eigenmode extraction analysis and a static pressurization analy-
sis show that the hexagonal grid structure is stiffer. However, under static analysis 
stress in the hexagonal structure are higher by as much as 10%. 
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The use of stringer tessellation (configurations) other than linear show promis-
ing results; there is room for improvement of the optimal configuration. It may 
even be possible to reduce the total length of stringer necessary to support the 
structure, further studies are needed. 
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Abstract. Potential difficulties appears with various physical and engineering 
problems where functions satisfy a given partial differential equations and particu-
lar boundary conditions. From problems which are time independent and involve 
only space coordinates, one- dimensional examples and bidimensional diffusion 
equations are studied using two meshless methods: Element Free Galerkin (EFG) 
and Improved Element free Galerkin(IEFG).These two methods give good results 
when compared with analytical solution, but IEFG method based on IMLS  
approximation is in a higher computing speed and precision.   

Keywords: meshless method, Element free Galerkin method, Improved Element 
Free Galerkin method, MLS approximation, IMLS approximation, diffusion  
equation. 

1 Introduction 

A potential problem is a very important engineering problems, because it occurs in 
connection with electrostatics filed, incompressible fluid flow, steady states heat 
conduction and many others. In case of complex boundary conditions it is difficult 
to find analytic solution and we use numeric methods. In case of some compli-
cated figure such as large deformation or the modeling of crack propagation, tradi-
tional numerical methods such as MEF cannot be effectively applied and meshless 
methods which are based on nodes distributed in the domain can be used 
(T.Belytschko,Y.Krongauz 1996).  

In computational mechanic, meshless methods have attracted such attention in 
recent decades. They can solve many engineering problems when conventional 
methods are not able to give results especially problems with large deformation, 
dynamic fracturing and explosion's problem (K.M.Liew,T.Y.Ng.2002). The main 
objective of meshless method is to reduce the difficulty of meshing and remeshing 
the whole structure by adding nodes. The difference between meshless and con-
ventional methods is how shape functions are formulated, when the shape function 
is formed, the final discrete equations are obtained by the same way. 
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Many meshless method have been developed such as MLPG (Atluri SN, Zhu 
TL.1998),EFG(Belytschko.T and Lu.1994),FPM(OnarteE.1996),MRKP(Liu WK, 
Chen Y.1996). Between all of these methods, EFG is the most famous and the 
most applied.  

The EFG method is based on Moving Least Square approximation (MLS). The 
main disadvantage of this approximation is that the final discreet equation's sys-
tem is ill- conditioned and sometimes it is impossible to get the correct numerical 
solution(Zhang.Z,Zhao.P,2009).To avoid this problem the improved moving least 
square approximation is presented. In the IMLS (Liew KM, Cheng Yumin, 2006) 
the orthogonal function system with a weight function is used as the basis func-
tion. The new equation system is not ill conditioned and the solution can be  
obtained without having to derive the inverse matrix.In addition there is fewer 
coefficient in the IMLS approximation which leads to a greater computational 
speed and efficiency. 

In this paper MLS and IMLS approximations are presented, then the Improved 
Element Free Galerkin Method is discussed. To present a comparison between 
EFG and the IEFG methods one and two dimensional problems such as diffusion 
equation with different types of boundary conditions are introduced using the two 
meshless methods. 

2 Moving Least Square (MLS) Approximation 

2.1 MLS Interpolants Functions 

In the EFG method, MLS approximation is used to construct the shape functions. 
For a field variable u(x) defined in the domain Ω, the approximation of u(x) 

denoted uh(x) is  ∑                      (1) 

Where is a vector of monomial basis functions, m is the number of terms in 
the basis and  is a vector of coefficients of the basis functions. 

In general basis functions are as following: 

 Linear basis: 1,   in 1D. 1, ,   in 2D. 
 Quadratic basis 1, ,  in 1D. 1, , , , ,  in 2D. 

The local approximation of the function u(x) as given by Lancaster and  
Salkauskas (Lancaster P, Salkauskas K.1981.): , ∑                                  (2) 

Because it is a moving least square approximation  can be chosen arbitrary 
and it can be the node position . To obtain the local approximation of u(x), the 
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difference between the local approximation uh(x) and u(x) must be minimized by a 
weighted least square method. 

Define a function:                                    ,  

∑ ∑            (3) 

where   is a weight function with a domain of influence, and  , 1,2, . . .   are the nodes in the domain of influence that cover . 
Equation (3) can be written as                             (4) 

where , , . . . . . . . ,                                                       (5) 

                                            (6) 

00 000                 0                                 (7) 

The minimization condition requires  

=0                                            (8) 

which gives the equation system 

                                   (9) 

Where matrices  and  are  

                                 (10) 

                                   (11) 

u is the vector that collects nodal parameters. 
From equation (9) we can write                                                            (12) 

The expression of  is then   ∑                                                     (13)  

where (x) is the vector of MLS shape functions. 

                           (14) 



www.manaraa.com

204 I. Debbabi, Z. Sendi, and H.B. Salah 

2.2 The Orthogonal Basis Functions 

In the IMLS approximation and to avoid the problem that the system equations  
(9) is sometimes ill-conditioned, the basis functions are chosen to be weighted  
orthogonal. 

In the Hilbert space for the set of point and the 
tions  if the function s , , . . . ,  satisfy the condition 

,
1

( ) ( )
n

i k i j i
i

w p x p x
=
∑ = 

0, ,       , 1,2 … ,        (15) 

Then the functions set is called a weighted orthogonal set functions with a 
weight function  about point . In the case of , , . . . ,  are 
polynomials then the function set , , . . . ,  is called a weighted or-
thogonal polynomials set with the weight function  about point .  

Using equation (15) equation (9) can be written as , ,, , ,,, , , =

,,,          (16) 

But the basis functions set is a weighted orthogonal functions set, then equation 
(16) has this expression  , 00 , 00 0                   0 , =

,,,           (17) 

 are then directly obtained as follows:  ,,  ,        (i=1,2,...,m)               (18) 

Then    .                                                                         19  

where 

 , 00 , 00
 0                   0 ,

                           (20) 
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 is a diagonal matrix, and it is impossible to get an ill-conditioned system  
equations. Coefficients a(x) are also directly and simply obtained. The approxima-
tion  has then the expression as follows   

1

n

I I
I

u
=

Φ∑                                (21) 

                                     (22) 

The Schmidt method can be used to have the orthogonal basis functions ( ): 1; ∑ ,, ,      2,3 …                     (23) 

Where r=  in 1D and r= +  or  in 2D problems. 
In addition, the Schmidt method can be used to form a weighted orthogonal ba-

sis from a given monomial basis function, then if the monomial basis functions is, 
for example,  1, , , , ,                     (24) 

The weighted orthogonal basis function can be formed as  ∑ ,, ,        1,2,3, … ..              (25) 

In the IMLS approximation, compared with MLS approximation, there are fewer 
coefficients in the trial function; also fewer nodes are needed in the domain of in-
fluence. Thus the IEFG method which uses the IMLS approximation needs fewer 
nodes in the whole domain than in the EFG method which uses the MLS approxi-
mation (Zhang.Z,Zhao.P,2009). 

2.3 Weight Function 

The weight function is non-zero only over a small neighborhood of a node . 
This neighborhood is called the domain of influence of node I. the common 
weight functions used in literature are  cubic spline function ,  quadratic spline 
and the exponential weight function. In this paper we chose to use quadratic spline 
function: 
 1 6 8 3 ,         | | 10                                         | | 1                    (26) 

 

Where  where  is the distance from a sampling point x to a 

node xI, and d is the size of the domain of influence of the Ith node. 
In the case of a circular domain    , where  is a scalar and  is the 

average distance between nodes. In literature 1.2 1.4. 
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3 Improved Element Free Galerkin Method(IEFG) for 
Potential Problems 

In this section we present the IEFG method for a 2D Poisson’s equation:   0, Ω                                  (27)  ,                                               (28) ,                                              (29) 

Where Ω is a 2D domain bounded by contour , u(x) is an unknown 
function,  is a known function,  is a dirichlet boundary condition and 

 is a Neumann boundary condition. 
The Galerkin weak form of equations (27)-(29) is 

;0..)()( =Γ−Ω−Ω ∫∫∫
ΓΩΩ

q
T dqufdudLuLu

q

δδδ
               

(30) 

Where  is the variational operator and  is the differential operator.  
From the approximation function (21) equation ( 30) can be written as follows: .                                              (31) 

Where  

ΩΦΦ+ΦΦ= ∫
Ω

dK xJxIxJxIIJ 2211 ,,,,

                         

(32) 

q

T T
I IIF fd qd

Ω Γ

= Φ Ω + Φ Γ∫ ∫
                              

(33) 

In a steady state heat transfer problem, which is a typical Poisson's problem,  
U is the temperature field ,  is the heat flux function and f(x) is the internal heat 
generation. 

3.1 Enforcement of Essential Boundary Conditions  

The lacking of Kronecker delta property in IEFG and EFG shapefunctions makes 
the imposition of essential boundary condition difficult. For this reason essential 
boundary conditions cannot be imposed directly. Different methods are used to 
consider boundary conditions like Lagrangien multipliers, coupling with finite 
element and penalty method. The advantages of the penalty approach is that the 
size of the system of equations is constant and the modified stiffness matrix  
still positively defined. for these reasons we use the penalty method to enforce 
boundary conditions in this paper.  
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The new Galerkin week form using the penalty method to introduce essential 
boundary conditions becomes: 

( ) ( ) . . ( ) ( ) 0;
2

q u

T T
q uLu Lu d u fd u qd u u u u d

αδ δ δ δ
Ω Ω Γ Γ

Ω − Ω − Γ + − − Γ =∫ ∫ ∫ ∫ (34) 

where α is the penalty factor chosen between 103 and 1013. 
using Equation (21) , the final system matrix can be written 

                                 (35) 

where 

u

T
I JIJK dα α

Γ

= Φ Φ Γ∫                                     (36) 

u

IIF udα α
Γ

= Φ Γ∫
                                     

(37) 

4 Numerical Examples 

4.1 1-D Equation 

The following equation is solved the EFG and IEFG methods. The number of 
nodes N used for this example is 51nodes, the size of the domain of influence is 
d= 0.021. The government equation and the boundary conditions are 

                  (38) 

                                   (39) 

                                    (40) 

with analytic solution  

2( ) sin( * ) /(1 )u x xπ π= +                          (41) 

Fig.1 shows results evolution by both EFG and IEFG method plotted with ana-
lytic solution. The IEFG method has a faster computer time then the EFG method: 
about 80% of computation time is saved with the IEFG method(IEFG:0.27s, 
EFG:1.4s using a pc (ram 16Go,processeur Intel Core (TM) i7-
3770,CPU@3.4Ghz).. The relative errors between results of EFG method and ana-
lytic solution and IEFG method and analytic solution are shown in Fig.2. IT is 
clear that the IEFG method and EFG method have a very close rate of precision. 

 
 

[ ]2
sin( * ), 0,1

du
u x x

dx
π− + = ∈

(0) 0u =

(1) 0u =
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The relative error is calculated as follows: 

reltive error= ; 

 

Fig. 1 Results computed with EFG and IEFG methods 

4.2 Diffusion Equations 

Two different examples are selected to demonstrate the precision and the speed of 
the IEFG method compared with EFG.The results of these examples are compared 
with the analytical solutions. 

4.2.1 Laplace’s Equation on a Rectangular Plate 

A temperature field of a rectangular plate governed by Laplace’s equation (Hong-
pingRen and Ymin Cheng.2012) 

[ ] [ ]
2 2

2
1 22 2

1 2

0 0,5 , 0,10
T T

T x x
x x

∂ ∂∇ = + = ∈ ∈
∂ ∂

            (42) 

the boundary conditions are , 0 0                                               0 5                                 43  , 10 100 sin             0 5                  (44) 
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with analytic solution 

                   (47)  

 

Fig. 2 Relative error between EFG, IEFG and analytic solution 

 

Fig. 3 Temperature at x1=2.5 

1 2
1 2

100*sin( * /10) ( * /10)
( , )

( )

x sh x
T x x

sh

π π
π

=

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

2

2.5

3
x 10

-6

 x

re
la

tiv
e 

er
ro

r

 

 

relative error EFG-analytic solution

relative error IEFG-analytic solution

0 50 100 150
0

10

20

30

40

50

60

70

80

 x=2.5

T

 

 

IEFG (50 s) 

EFG (216 s)
analytic solution



www.manaraa.com

210 I. Debbabi, Z. Sendi, and H.B. Salah 

The regular distribution of nodes is used, we employed 9*17 nodes .The linear 
basis functions and the weight function (26) are used. The size of the domain of 
influence is chosen to be d=0.9. 

The IEFG's numerical results shown in Fig.3 agree well with analytic solution 
and EFG ones. When using the IEFG method we save more than 75% of the 
EFG’s calculation time(IEFG:50s, EFG:216s using a pc(ram 16Go,processeur In-
tel Core (TM) i7-3770,CPU@3.4Ghz).Relative errors between IEFG, EFG and 
analytic solution  are presented in Fig.4. The IEFG method and EFG method have 
a close rate of error which is under 0.36%. 

 

Fig. 4 Relative error at x1=2.5 

4.2.2 Poisson's Equation on a Rectangular Plate 

A temperature field of a rectangular plate governed by Poisson’s equation  

[ ] [ ]2
1 2 1 2sin( * )*sin( * ) 0,1 , 0,1T x x x xπ π∇ = − ∈ ∈

    (48)
 

2 2 1 1(0, ) 0; (1, ) 0; ( ,0) 0; ( ,1) 0;T x T x T x T x= = = =          (49)
 

the analytic solution is 

1 2 1 22

1
( , ) sin( * )sin( * )

2
T x x x xπ π

π
=

            
(50)

 

We employed an 11*11 regular node distribution, The numerical results with the 
IEFG method are in excellent agreement with the analytical solution and the  
numerical results which are obtained with the EFG method. 

From Fig.5 and Fig.6 we can see that the IEFG method gives the same  
precision with a good computational time. 
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Fig. 5 Temperature at x1=0.5 

 

Fig. 6 Relative error at x1=0.5 
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matrix inversion which accelerate the computing speed. From numerical examples 
it is shown that, in case of the use of the IEFG method, about 75% of calculation 
time can be saved compared with the calculation time of the EFG method. The 
IEFG method gives the same or better precision than the EFG method.Thus for 1-
D and 2-D potential problems, it is more suitable to use the IEFG method than the 
EFG method. 
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Abstract. Fretting is a widely used process to assemble mechanical parts and its 
knowledge is based on simple calculation models applied for simple and symme-
tric geometries. In this paper we model this process for cylindrical parts in order to 
study the behavior of a modified assembly under a cyclic radial load through a ri-
gid drive shaft. A tangential movement of the shrink relative to the hub is raised. 
When these movement are localized and do not present a global rotation of the 
shrink, the behavior of the assembly is ensured. However, under certain condi-
tions, these tangential displacements accumulate from one cycle to another up to 
initiate a global relative movement of the shrink, which in some cases lead to the 
failure of the assembly. In this work, we highlight this phenomenon and other  
studies will follow to improve the knowledge of this behavior.  

Keywords: fretting, cyclic load, cumulative slip. 

1 Introduction 

Fretting is an assembly operation between a hub and a shaft. The fit between the 
two assembled parts is clamped: The shaft diameter is greater than the diameter of 
the hub. Clamping is generally obtained by cooling the shaft. Its thermal contrac-
tion can be positioned freely in its bore. At room temperature, the clamping pres-
sure which is induced through the friction between the contacting surfaces  
prevents relative movement. This process has been rarely used in industry due to 
its poor knowledge. Indeed, its modeling is mainly based on very simplified rules, 
valid only for simple shapes (NF E22-621 1984). Thanks to the development of 
numerical tools, the shaft-fit process is increasingly used because it is more eco-
nomical than other methods of assembly, which requires additional mechanical 
parts to ensure the adhesion function. Moreover, the standards recommend the use 
of numerical simulation to design this process (PR NF E22-621 2014). 

Several recent works have shown the interest of proposing models to optimize 
the shrink-fit assemblies. (Croccolo et al. 2010) was able to model the fatigue  
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behavior of the front motor bike suspension with the steering shaft press fitted into 
the fork whose complex shapes made the traditional approach unable to predict the 
fatigue behavior. (Sniezek et al. 2010) studied by finite elements the strengthening 
strength by Laser heat treatment for conical joints subjected to torsion. (Eyerciog-
lu et al. 2009) used the finite element method to design and optimize a forging tool 
having shrunk parts. However, few studies have examined the relative tangential 
displacement of the shaft relative to the hub when excessive loads are applied or 
under cyclic loading. The accumulation of these displacements can damage the as-
sembled structures. (Antoni et al. 2007) studied the tangential slip for crank  
mechanisms for the automotive industry. The existence of an asymmetry in the as-
sembly appears to be a necessary condition for the phenomenon to occur. Fur-
thermore, this phenomenon is sensitive to asymmetries of the friction laws and 
surface roughness (Antoni et al. 2007). 

This work is intended to validate the numerical modeling of the fretting 
process. Then a geometrical asymmetry of the assembly is introduced to highlight 
the tangential slip phenomenon between a ring and a hub. The main goal is to un-
derstand the process in order to model later the assemblies of complex shapes and 
under complex loadings (conical shapes, asymmetric shapes, friction law, cyclic 
loading ...) and to study the tangential shaft displacements compared to the hub.  

2 Shrink-Fit Assembly Modeling 

For this study, we consider the shrinking of a hub and a circular shaft (Fig.1).  

Rm-int = 25 mm 

Rm-ext = 100mm

Ra-ext=26 mm

Ra-int=15 mm 

T/2 

Hub

Shaft

 

Fig. 1 Schematic diagram of the shrink-fit model 

Both parts have the same mechanical properties (Young's modulus E= 210 
GPa, Poisson's ratio υ= 0.3). The tightening T is defined as: 

int2.( )a ext mT R R− −= −                                    (1) 
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A proportional tightening variable A is defined by:  

int2. m

T
A

R −

=                          (2) 

The value of A should be between 0.1% and 5% (for our study case A = 4%). 

2.1 Analytical Modeling 

The theory of elasticity for the thick-walled tubes or cylinders (Timoshenko 1956) 
defines radial and tangential stress along the shaft and hub as follows: 

22 2
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2 2
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(3) 

These expressions are valid for the following assumptions: small perturbations, 
homogeneous and isotropic materials, uniforms solicitations, idealized surfaces. 
The shaft-hub interface pressure expression is:  

( )( )
( )

2 2 2 2
int int int

2 2 2
int int

.
.

2.

m ext m m a

m m ext a

R R R RE A
P

R R R

− − − −

− − −

− −
=

−
                        

(4) 

2.2 Finite Element Modeling 

The hub and the shaft are modeled as a 2D deformable body with Abaqus soft-
ware. The fretting is performed by applying a pressure on the outer radius of the 
shaft that generates a radial compression of the external interface greater than T. 
The contact between the shaft and the hub is modeled without friction. Quadrila-
teral elements with quadratic interpolation and reduced integration (CPS8R ele-
ment) are used. A fine mesh is used for simulations (147770 elements for the hub, 
6977 for the shaft). Fig. 2 compares the analytical solution σrr and σθθ (Eq. 3) to 
that found by finite element simulation. We note a good agreement between  
them. These curves can be used to find the most stressed areas of the two parts. 
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For example, holding the Tresca criterion, we see that this is the bore shaft  
(r=Ra-int) which is the most requested – that for the hub – and it is also the most 
stressed bore (r=Rm-int). 

The analytic pressure at interface P is equal to 2578 MPa (Eq. 4), found by the 
FE simulation which is equal to 2684 MPa. 
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Fig. 2 Comparison between the analytical solution and the finite element method: (a) σrr ; 
(b) σθθ 

3 The Cyclic Load Application 

During their real use, the boundary conditions of the shrink-fit assembly can be 
not symmetric. In some industrial cases, even the shape of the assembly is not 
symmetric. In addition to this, a third component can be used with the shrink  
and the hub to the power or motion transmission. Thus, we modify the already  
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validated shrink-fit model by adding a rigid drive shaft and by considering a dis-
symmetry of the boundary conditions, as show in Fig. 3 (the top-right quarter of 
the outer radius of the hub is fixed). This rigid body is biased by a cyclic triangu-
lar load (see Fig. 4). The problem dimensions are summarized in Tab. 1. The inter-
face pressure between the shaft and the hub is equal to 14 MPa (according to  
Eq. 4). The contact between them is modelised with the Coulomb friction law  
(μ = 0.02). The contact between the rigid drive shaft and the shaft is modeled as a 
normal contact.  

 

φ = 44 mm 

Shaft 

Rigid drive shaft 

Hub 

fixed 

F 

φ = 46 mm

φ = 70 mm

eθ
re

 0θ =
 θ

 

Fig. 3 Schematic diagram of the modified shrink-fit model 

Table 1 Geometric dimensions 

Component Value (mm)

Hub Inner radius
Outer radius

25 
35 

Shaft Inner radius
Outer radius

25.02 
23 

Rigid drive shaft radius 22 

We note that before the application of the cyclic load, all points belonging to 
the outer radius of the shaft and the inner radius of the hub are subjects to tangen-
tial displacements called respectively shaftUθ and hubUθ . Their tangential movements 

are shown in Fig. 5. We define the G variable as the difference of the tangential 
displacement of the shaft to the hub. G is called the relative tangential displace-
ment of the shaft relatively to the hub.  

( ) hub shaftG mm U Uθ θ= −                               (5) 
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Fig. 4 Cyclic load applied to the shaft 
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Fig. 5 Tangential displacements of the shaft shaft
U

θ
and the hub hub

U
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and relative tangential 

displacements of shaft to hub (G) 

Thus, to study the tangential slip generated by the cyclic radial load, it is im-
perative to subtract the initial fitting slip to the global one calculated at each end 
of the cycle. Fig. 6 illustrates the relative slip of the shaft to the hub along the  
contact interface at the end of some cycles. 

We note that for the first cycles, some points of the hub shaft interface rotate 
positively, some negatively and others do not move. No movement of the rigid 
body is denoted. However, starting from the 5th cycle, all the points move in the 

same direction (here in the sense eθ− ). We call 'Reptation', the minimum relative 

slip of the shaft to the hub. 

( )Reptation min G=                         (6) 
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Fig. 7 shows the evolution of the 'reptation' with the number of cycles. At the 
beginning of this cyclic load, the relative tangential slip of the shaft does not gen-
erate a 'reptation'. Starting the 5th cycle, its evolution is linear: each additional 
cycle generates a shaft sliding of 2.6 μm (10-4 rad). 
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Fig. 6 Relative slip of the shaft to the hub along the contact interface for some cycles 
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Fig. 7 Evolution of the ‘Reptation’ with the number of cycles 

4 Conclusion 

This work is an introductory study carried out to validate the analytical and nu-
merical circular hub-shaft assembly models. In the presence of some dissymmetry, 
the shrink-fit process induces a very small tangential sliding of the shaft according 
to his hub. The radial cyclic load of the shrink, under certain conditions, adds 
some additional permanent sliding (with the number of cycles). These micro-slips 
could affect or damage the assembly function. The next studies must be focused 
on the sensitivity of this phenomenon to the hub-shaft friction law (static, dynam-
ic, viscous, non-symmetric laws...), to the type of cyclic load (shape, maximum 
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and minimum level of charge...), to the materials properties (Young modulus, 
poisson's ratio...), and to the surface conditions (roughness...). 
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Abstract. This article describes the synthesis of a state feedback control of an 
electric propulsion system of a ship propulsion using for such a synchronous mo-
tor. The highly nonlinear characteristics of the studied system make it difficult to 
control. A state feedback control is then necessary. The technique adopted control 
tested by computer simulation has shown the validity and usefulness of this  
approach to the pursuit of speed and stator current of the synchronous motor to 
control the ship speed. 

Keywords: Ship electric propulsion system, Linear and non-linear model, State 
feedback control, Numerical simulation. 

1 Introduction 

Characterization of industrial processes conducted in most cases non-linear mod-
els, which are usually difficult to control. The study of such processes was gener-
ally conducted via a linearization leads to a linear model in which the arsenal of 
linear control can be applied. 

This work is structured around four parts: modeling of the various elements 
constituting the ship with its electric propulsion system with permanent magnet 
synchronous motor. The resulting overall model is highly non-linear and coupled. 
The linearization of the overall model around a nominal operating point and syn-
thesis of state feedback control of the linear system to regulate the stator current 
and the motor speed is then performed and finally a study by numerical simulation 
of the studied system provided with the law control. 

2 Summary of Electric Propulsion System of Vessel 
The Electric ship generally comprises two main parts: 

⋅ The first part providing energy production includes several alternators driven 
by either diesel engines or by gas turbines. It supplies all users on board and 
propulsion equipment. 
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⋅ A second part of electric propulsion generally includes one or two electric  
motors (may go to the following four vessel), each electric motor drives a pro-
peller with fixed blades. Controls motor speeds are provided by frequency in-
verters. The figure 1 shows the block diagram of the propulsion system. 

 

Fig. 1 Integrated electric propulsion 

3 Modelling of the Power Electrical System 

3.1 Modeling of Permanent Magnet Synchronous Motor 

By Park transformation, the equations of the synchronous motor with permanent 
magnet voltages are written: 

 

d
d s d d q q

q
q s q q d d

di
v R i L p L i

dt
di

v R i L p L i
dt

⎧ = + − Ω⎪⎪
⎨
⎪ = + + Ω⎪⎩

                                  (1) 

 
The torque provided by the motor is: 

 

( )e f q d q d qC p i p L L i i= Φ + −                              (2) 

The mechanical equation given by: 

prope

.

m QCI −=Ω                                       (3) 

 
with: фf: the inductive fl, Rs: stator phase resistance, vd: stator voltages longitu-
dinal component, vq: stator voltages transverse component, id: stator currents  
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longitudinal component, iq: stator currents transverse Component, Ld: longitudinal 
inductance Lq:  transverse inductance Im: shaft line inertia moment, p: pole pairs 
number, Ce: electromagnetic torque, Qprop: propulsion couple, Ω: motor speed. 

3.2 Modelling the Walking Resistance 

The total resistance is given by: 

airappwf RRRRR +++=                              (4) 

with: Rf: frictional resistance, Rw: wave resistance; Rapp: Appendices Resistance, 
Rair: air resistance. 

This model is based on the ship's resistance tests. The total resistance can be 
represented by the sum of four resistors (4). It is obtained by performing tensile 
tests on a model similar to the real ship. The running resistance can be modeled by 
a function of the following form: 

2aVR =                                           (5)  

The figure 2 shows the values of the total resistance according to the speed: 

 

Fig. 2 Total resistance 

3.3 Propeller Equations 

The model of the propulsion thrust and torque of the propeller can be written as 
follows: 

T
42

prop KDn T ρ=                                  (6) 

Q
52

prop KDn Q ρ=                                   (7) 

where: Qprop is torque of the propeller, Tprop is the propeller thrust. 
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The coefficients KT and KQ are determined from tests on the ship, they are pri-
marily a function of the advanced speed of the propeller (va), the helical pitch (z), 
the ship speed (v) , the feed ratio of the helix (J) of the wake coefficient (w) and 
the fan speed (n). 

nD

Va
J =                                           (8)  

and 

v)w1(Va −=                                       (9) 

KT and KQ coefficients can be represented (approximated) by affine lines figure 3 
with the following forms: 

 

Fig. 3 Optimal characteristics of the selected propeller 

JrrK 21T +=                                 (10) 

and 

JssK 21Q +=                                (11) 

Substituting equations (8), (9), (10) into (6) gives: 

)
nD

v)w1(
rr(DnT 21

42
prop

−+ρ=                       (12) 

Substituting equations (8), (9), (11) in (7), we get: 

)
nD

V)w1(
ss(DnQ 21

52
prop

−+ρ=                     (13) 
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We have: 
.

m e propI C QΩ = −                                    (14) 

With: n 2π=Ω  (n en tr/s) and: 
 

( )e d q d q f qC p L L i i p i= − + Φ                        (15) 

 

( )d q d q f q prop

m m

p L L i i p i Q

I I

− + Φ
Ω = −                        (16) 

The vessel motion equation is given by: 

extprop

.
TT)t1(RVm −−+−=                          (17) 

3.4 Global Model of Power-Driven Vessel 

The global system of power-driven vessel is then: 
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        (18) 

4 Linearisation Model Ship Propulsion System 

The propulsion system is often designed to operate in control mode, ie that one 
wishes to maintain output as close as possible to the desired operating point, de-
spite the various disturbances tending to depart. Under these conditions, the use of 
a non-linear representation overall condition, for control purposes it is not neces-
sary. It is enough of a representation of local linear state. 

The model (18) obtained from the propulsion system is a nonlinear model can 

be put in the form: 
⎩
⎨
⎧

=
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By linearizing the system, one can obtain the linear model form (19): 
 

⎩
⎨
⎧

=
+=

Cxy

BuAxx
                                (19) 

with: 
nx ℜ∈ the state vector , mu ℜ∈  the control vector, py ℜ∈ the output vec-

tor and the matrices A, B and C of the constant matrices of suitable dimensions. 
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The matrices A, B and C are the Jacobians presented respectively as follows: 
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Linearization of the system (17) around the nominal operating point characte-
rized by the triplet )y,u,x( 000 , gives: 
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                  (20) 

5 Study of the Control of the Power Electrical System  

The state feedback control condition is to calculate the gain K of the matrix by a 
pole placement such that the eigenvalues of the matrix (A-BK) are placed in pre-
fixed positions. To correct the error in the system output while maintaining system 
stability and changing the dynamics of the response. The state feedback control is 
to consider the model of the process in the form (19) and make a loop shape  
(Figure 4): 

( ) ( ) ( )u t Kx t Fe t= − +                             (21) 

Where F and K are constant matrices of suitable dimensions and e (t) is the refer-
ence set of dimensional m. 
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Fig. 4 State feedback control 

The purpose of designing a state feedback control is to determine the F and K 
matrices to satisfy certain specifications. Indeed, for a gain K stabilizing the 
closed loop system, the loop leads to the following system: 

⎩
⎨
⎧

=
+−=

)t(Cx)t(y

)t(BFe)t(x)BKA()t(x
                             (22) 

This for constant reference leads to static gain: BF)ABK(C 1−−  

The dynamics of the closed loop system is determined by the eigenvalues of the 
matrix (A-BK); These eigenvalues are the roots of the characteristic equation: 
det(pI - (A - BK)) = 0 

5.1 Controllability Theorem (Criterion Kalman) 

The following system: dx (t)/dt=Ax(t)+Bu(t) which . .,n n n mA B∈ ∈  is con-

trollable iff  M controllability matrix has rank n:  

1. . . nM B AB A B−⎡ ⎤= ⎣ ⎦  and rank (M) = n 

5.2 Calculation of the Pre-filter Matrix 

The state equations and output under static conditions are written: 

0 ( ) ( ) ( )

( ) ( )

A BK x t BFe t

y t Cx t

= − +⎧
⎨ =⎩

                       (23) 

1

1

( ) ( ) ( )

( ) ( ) ( )

x t A BK BFe t

y t C A BK BFe t

−

−

⎧ = −
⎨

= −⎩
                      (24) 

From where  
1 1[ ( ) ]F C A BK B− −= − −                            (25) 
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One way to determine F of imposing a static gain Γ, which gives:  

Γ−= −− 11 ]B)ABK(C[F                           (26) 

5.3 Using Closed Loop 

Assuming that the entire state is accessible, the state feedback control that we 
want to implement is of the form:  

)()()( tKxtFetu −=                            (27) 

Where e(t) is the new entry, and K is the state feedback gain that is defined by 
the desired structure for the closed loop system (A - BK), and gain F of prelooping 
which is generally calculated according to the desired static gain. 

Figure 5 provides an overview of the system structure as well as the inputs and 
outputs of the various subsystems. 

 

 

Fig. 5 Synoptic of ship propulsion system 

6 Principle of Control of the Power System 

The proposed control requires that the current iq is in quadrature with respect to 
the rotor flux. A method of regulation, said dq, allows tracking of continuous 
magnitudes that are the amplitudes of id and iq. It is then transformed, from the 
position two sinusoidal quadrature references then by a two-phase/three-phase 
transformation, generating 3 references for control of the inverter. Accordingly, 
the current id should be collinear with the rotor flux. If one imposes the current 
reference id to zero (id=0), the electromagnetic torque becomes proportional to the 
stator quadrature axis current and therefore it becomes the main parameter setting. 
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Maintain the value of the id current zero, provides for given amplitude of statotri-
que currents, the maximum torque/current. To control the speed, it operates on the 
current iq that is to say on the torque developed by the motor. 
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Fig. 6 Synoptic of ship propulsion system 

7 Simulation Results 

The model was validated by performing simulations using Matlab/Simulink. The 
digital simulation of the proposed control law has been carried out with on the 
ship electric propulsion system using the following characteristics: 
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Para. Value  Par. value 

ρ 1025 Kg/m3  s1 0.0635  

Dp 3 m  s2 -0.0535         

m  20690000 kg,  r1 045   

Lq 0.0059  r2 -045   

Rs 0.0148  t 0.178 

Φf 1  w 0.2304 

Ld 0.0060  a 937.5  

p 4  Im 25000 Kgm2 

P/Dp 0.950  Ae/Ao 0.775 

Fig. 7 System parameters 

 

0 100 200 300 400 500 600 700 800
0

1

2

3

4

5

6

7

8

9

10

S
hi
p 

S
pe

ed
 (
m

/s
)

Time(s)

V ref

V *******

 

Fig. 8 Ship Speed 

 

Fig. 9 Motor Speed 
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Fig. 10 Current Motor id 

0 100 200 300 400 500 600 700 800
0

100

200

300

400

500

600

700

800

900

Time(s)

399.4 399.6 399.8 400 400.2 400.4

640

660

680

700

720

740

760

780

800

820

840

C
ur

re
nt

 iq
 (
A
)

Time(s)

Zoom

C
u
rr

e
n
t 
i

 (
A
)

q

 

Fig. 11 Current Motor iq 

The performances of the proposed strategy control law are depicted in the fig-
ures 8, 9, 10 and 11. Figures 8, 9, 10, 11 respectively show the curves of the ship 
speed, motor speed, current id and current iq. The ship speed is needed to reach 
the reference speed value Vref=8m/s in the interval [0 400s] and Vref =6 m/s in 
the interval [400 800s]. It appears from the curves figure 8 that the proposed  
control law allows a rapid convergence towards the component of the ship speed. 

Furthermore, if we impose idref=0, then the electromagnetic torque becomes 
proportional to component of statoric current iq. In order to control the motor 
speed, on acts the statoric current component iq, on the developed torque by  
controlling the voltage component vq. 

The figure 9 shows the behavior of the motor speed. It's clear that the motor 
speed changes where the variation of the propeller speed changes. 
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8 Conclusion 

We proposed in this paper a nonlinear model of an electric propulsion system of a 
ship; the same model was linearized around a nominal operating point for the 
syntheses of a state feedback control for proper condition ensure the closed loop 
control. This control approach is mounted efficient in ensuring a good continua-
tion of the stator current and rotor speed of the propulsion motor. 

Numerical simulation results of the control approach, applied to the electric 
propulsion system, have demonstrated the effectiveness of this approach for  
further reference the speed of the stator current of the drive motor. 

Acknowledgements. This work was supported by the “ Ministère de l’Enseignement Supérieur 
et de la Recherche Scientifique”. 
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Abstract. The air boost temperature cause a change in the specific fuel oil con-
sumption, the exhaust gas amount and gas temperature and (NOx) emissions of 
the diesel engine. Controlling emissions is becoming a more and more important 
task in the development of diesel engines. Today the International Maritime Or-
ganization (IMO) is close to completing regulations prescribing the upper limits 
for nitrogen oxides (NOx) emissions from engines running on ships. The charge 
air temperature is not constant but varies with the engine load. For the execution 
of this work we have taken as a model a marine diesel engine type Wartsila NSD 
12 ZAV 40S installed a board car ferry. Engine manufacturers provide charts on 
relationships gas flow, power etc experiments on a dynamometers bench and some 
Trials aboard. This work is based on data curves and trials for modeling of the 
control system. The paper is divided into three parts 
 

⋅ Relationship between the different parameters   
⋅ Design of the control loop 
⋅ Verify the  controller design through simulation 

Keywords: Marine diesel engine, cooling system, simulation, modelling. 

1 Introduction 

The main aim of the approach is to predict the boost air temperature to optimising 
the efficiency of the engine. Air pressurized by turbochargers increases tempera-
ture which negatively effects engine durability, performance and emissions. After-
cooling, inter-cooling or charge air cooling are interchangeable terms describing 
the system responsible for removing excess heat from the air charging the cylin-
ders. Charge air cooling is an important technology for reducing N0x emission 
which also has a number of other benefits. Fuel economy, power output and the 
maximum injection rates an engine can sustain are improved through charge air 
cooling. The main aim of the approach is to predict and achieve the control of 
boost air temperature. 
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NB: The normal engine operation and between 60% and 100% of the rated 
power Pn and the study is conducted on this basis. 

2 Air as a Function of the Power 

2.1 Relationship Engine Power and Boost Air Temperature 

The figure 1 showed the relationship between inlet cooling water temperature, en-
gine power and boost air temperature done by the engine manufacture. The cool-
ing water temperature is a constant which equals 32°C. 

 

Fig. 1 Curves provide by engine manufacture (relationship engine power and boost air  
temperature) 

The set temperature from figure 1: 

4-4 20 0
0 0S n nT 1 3  1 0 ( P ) -2 1 9   1 0 P 3 9 ,1 1  

−= +      (1) 

Where TS  is the set point boost air temperature in °C and Pn is the nominal engine 
power (8200 Kw) and %Pn the percentage of rated power without unity. 
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2.2 Fuel Setting and Power 

The characteristic function of the variation of power as a function of the fuel 
setting according to the Engine Performance curves can be expressed by the 
following equation (figure 13 annex).  

 

15.5.12% −= rn CP                              (2) 

Where Cr the fuel setting (0 to10)  

3 A Relationship between the Various Operating Parameters  

3.1 The Turbocharger  

We recall that all formulas are applicable to the normal operation of the engine  
between 60% and 100%. Engine room temperature: 25°C 

The turbocharger is characterized by a series of curves compressor air pressure, 
speed and flow. The following equations give the relationships between the differ-
ent parameters of the system (from figure 13 and 15 annex). 
 

• Relation Turbocharger speed and volume flow  
 

( ) ( ) 31.788%37.389%79.1 2 ++−= nnTC PPV          (3) 

 
• Air flow  

 
( ) 108424323.1 −= TCvair VQ                                 (4) 

 

( ) ( ) 67.10055%70.557%56.2 2 −+−= nnvair PPQ            (5) 

 
• Air temperature  

 

22.60210.6210 327 −+= −−
TCTCaTC VVT             (6) 

 

56.57)(%54.2)(%94.1810)(%79.210)(%41.610 233447 −++−= −−−
nnnn PPPPT  

 (7)  

Where VTC: the turbocharger speed in rev/min, Qvair: volume air flow rate in m3/h, 
Tair: the boost air temperature in °C. 
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3.2 The Cooling Water 

• Regulating Valve 
Valve stroke 100 mm 
Flow from 0 to 100 m3/h 
Relationship stroke Vs flow   

 

Fig. 2 Aautomatic valve 

23.6051.34 −= sfcw LnVQ                        (8) 

Where Qcwf: Low water temperature flow and Vs: Valve stroke in mm 

• Valve Command 

2525.6 −= vs IV                           (9) 

Where IV: the valve control current (Iv = Ic) 

• The air cooler 

By varying different parameters, flow air and water at different engine powers. 
Manual valve stroke 100 mm   

 

Fig. 3 Experience to determine the relationship of the various parameters of the heat  
exchanger 
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( )( ) 632/1006.0 +−+−= aTCfwcab TQT    (10) 

Where Tab the cooler outlet air temperature and TaTC the cooler inlet air tempera-
ture   and Qw the flow cooling water. 

3.3 Temperature Transmitter  

416.0 += abas TI                                (11) 

4 The Controller 

After several tests we chose the prametre of the PI controller. The PI controller 
can get the desired value of the parameter quickly and can hold the position with 
great accuracy. 

By choosing the proper constants for the controller (Tuning the PI), we can 
have a better control fig 4. 

 

 

Fig. 4 The PI controller 

5 Simulation 

5.1 Figure Block 

Acting on the lever fuel setting, the power varies; an electric signal according to Ts 
is the input controller figure 5. The controller is responsible for developing order 
according to away Ts / Tab. The organ setting responsible to act on the method is a 
valve to regulate the water flow throw the air cooler;  
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Fig. 5 Block diagram of the control loop 

5.2 The Loop 

Each block presented in Figure 6 is a discretization of the main supplies and 
mathematical formulation has been used to develop the model.  

 

 

Fig. 6 Model developed using MATLAB/Simulink 
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5.3 Numerical Simulation 

The first simulation figure 7 improve the function (Variation of the output air 
temperature in the Turbocharger, TaTC as a function of the power  according the 
power just for making sure that the model is working, figure 8 the air temperature 
set point according to the engine power  to verify the manufacturer's data figure 1. 

In figure 9 we see the difference between temperatures Ts and Tab for a given 
position of cooling water flow control valve without controller, figure 10 the 
variation of air temperature without controller in case of disturbance.  

 

Fig. 7 Variation of the air temperature in the Turbocharger output as a function of the 
power 

 

Fig. 8 Relationship power and boost air temperature  

 

Fig. 9 Variation of air temperature without controller 
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Fig. 10 Variation of boost air temperature without controller with disturbance 

 

Fig. 11 Response of the system when suddenly disturbance with constant load Pn% = 85 

 

Fig. 12 Response of the system when suddenly disturbance with load variation 

The figure 11 show that in the case where the engine is at steady state, a change 
in the temperature of the supercharging air for example due to clogging of the air 
cooler, the controller PI is responsive adjusts the temperature of the system to a 
value adequate. The figure 12 shows the responses of the system to a disturbance 
in the increasing pace at instant 4 seconds and the response of the system. 
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6 Conclusion 

To obtain a correct supply of air for the main engine’s combustion process, for  
the power, economy and emission of the marine diesel engine owner gives the  
relationship between the power and the inlet air temperature of the engine. The de-
sign of a control system capable of adjusting the boost air temperature of the en-
gine 12 WARTSILA ZAV S 40 by controlling a valve mounted on the air cooling 
system. 

Based on the performance curves provided by the manufacturers for the model-
ling of the system we took the data on test benches manufacturers on the one hand 
and on the other, based on tests on board, we implemented a control closed loop to 
follow the reference value of air boost temperature. We visualized our system by 
MATLAB SIMULINK tool.  By varying the fuel setting then the power output, 
the temperature set point changes and the response reach it and the system adjusts 
any disturbance like the cooler fooling. The optimization procedure provides the 
optimum air temperature in use and after several tests we conclude that the PI con-
troller is best configuration. Finally we can use the system developed in this paper 
for the setting temperatures of the charge air with high precision. 

Acknowledgements. This work was supported by the “ Ministère de l’Enseignement Supérieur 
et de la Recherche Scientifique”. 
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Fig. 13 12 ZAV 40 S Engine Performance curves 
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Fig. 14 VTR 354 Turbocharger 

 

Fig. 15 Valve Stroke/ current Fig. 16 Temperature transmitter From Del 
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Abstract. This paper is designed to present an experimental study being recently 
conducted for investigating the effect of some fuel additives on the performance of 
spark ignition within a benzene engine. Three types of additives were added sepa-
rately (Gasoline Additive, Gasoline Booster, and Octane Booster) to pure gasoline 
with a volumetric ratio 1:6, 1:7, and 1:8 respectively. Four separate laboratory ex-
periments being conducted using an internal combustion engine at rotational speed 
ranges from 600 to 3000 rpm, where the three mixtures and the pure gasoline itself 
were used.  

The findings showed that there was a positive effect on the engine performance 
as the brake power increases by 8%, 13% and 23% at the use of Gasoline Additive, 
Gasoline Booster, and Octane Booster respectively as compared with using only the 
pure gasoline. The brake thermal efficiency (ɳth) was also affected positively show-
ing its maximum value of about 8% for Octane Booster, and with a minimum value 
for using Gasoline Additive at about 4.7%. In addition, this study showed that the 
value changes in the brake specific fuel consumption for Gasoline Additive, Gaso-
line Booster, and Octane Booster was at the levels of 1%, 2%, and 5% respectively 
compared with using only the pure gasoline. Furthermore, the results also showed 
that the use of Octane Booster gave the highest level of air fuel ratio.  

Keywords: Additives, Ignition, Performance, Spark.  

1 Introduction 

The assessment of performance levels of any engine depends on some key fac-
tors; among of them is to focus on the performance of brake power, brake specific 
fuel consumption, brake thermal efficiency, air to fuel ratio, engine speed, and the 
emission issues [1]. Most importantly is the type of the used fuel, which is consi-
dered to be one of the most important indicators that affect the engines’ perfor-
mance especially the combustion engines [2]. 
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With the aim of improving the quality of the fuel in order to obtain its best per-
formance levels, it must be a focus on the improvements of the Octane number 
which can be improved by Catalytic reforming, Isomerization, Alkylation, Crack-
ing, and adding especial additives. The most important materials that could be 
added to the gasoline are organic compounds (organometallic) such as Tetra Me-
thyl Lead or Tetra Methyl Lead, where both of them should be added by a certain 
percentage levels based on the Octane issues within the pure gasoline [2].  

Many research have been conducted on the effect of the additives to the gaso-
line on performance of the engines’ spark [3]-[7], stating that using additives im-
proves the Octane number, thereby the engine performance positively affected. In 
this research, the focus is on investigating three commercial additives that availa-
ble within the local market to show their effects on the pure gasoline based on the 
improvements on the engine performance and on any other related issues. The  
additives were added separately to the pure gasoline (collected directly from the re-
finery) in order to investigate the impact of these additives on the engine’s per-
formance based on the engine power, and the engine’s thermal efficiency, the  
specific fuel consumption, and the ratio of fuel to air. 

2 Experimental Study 

Laboratory experiments for this study took place using an internal combustion en-
gine model GR03061000/037A with a single-cylinder four-stroke, along with a 
compression ratio and spark timing. The engine was hitched to a hydraulic dyna-
mometer fixed on a steel frame and linked to cooling, fuel systems. A dashboard 
includes gauges speed spin, plucks and inside and outside cooling water, compres-
sion ratio indicator and the pressure difference on both sides of intake air nozzle. 
In addition, Table 1 shows the related characteristics of the used engine [7]. 

Table 1 The specifications of the used engine 

An internal combustion engine Engine Model 

Four-Stroke Number Of Strokes 

Single-cylinder Number Of Cylinders 

90 mm Diameter Of Piston 

85 mm Length Of Stroke 

541 mm3 Swept  volume 

4.175 Compression Ratio 

cooling water Cooling System 

Hydraulic Type  Of  dynamometer 
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3 Samples Preparation 

In order to achieve the main goal of this research, four different samples were la-
boratory prepared; the first was pure gasoline, where its specifications are shown 
in Table 2 [9]. 

Table 2 The pure gasoline specifications  

89 Octane number 

Aromatic of  hydrocarbons The composition 

176 C0 The beginning of the boiling degree 

36 C0 The degree of the end of the boiling 

psi8 Vapor pressure 

0.7531 Specific Gravity 

The second sample was a mixture of fuel gasoline and Gasoline Booster by volu-
metric ratio of 1:7. The third one was a mixture of gasoline and Octane Booster at 
1:8, whereas the last one was a mixture of gasoline and pure Gasoline additive by 1:6.  

4 Experimental Testing and Investigations 

The experimental part of this research included set of operations covering the four 
samples being previously prepared. As a starting point, the engine was started up 
and gradually increasing the speed, leaving a period of time for stability and 
warming up (15-20 minutes). At this time determinations of the engine’s perfor-
mance took place while the engine’s speed ranges between 600-3000 rpm.  

Table 3 Illustrates al the used symbols throughout the experimental study 

Term Symbol Unit 
Air fuel ratio A/F ---- 

Brake specific fuel consumption Bsfc g/kw.hr 

Volumetric flow rate of fuel Qf m3/s 

Calorific value of the fuel QHV KJ/kg 
Mass flow rate of air m° Kg/sec 

Mass flow rate of fuel m° Kg/sec 

Rotating speed N rpm 

Brake power Wb KW 
Swept volume vd m3 

Air density Kg/m3 

Fuel density Kg/m3 

Brake thermal efficiency % 
Brake torque T N.m 
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This determination took place throughout a fixed compression ratio and using 
mixing fixed and fully open throttle valve using the four samples being prepared 
previously. This determination includes readings from the dashboard such as N 
(rpm), rotational speed, torque (N.m), total flow rate of the fuel, pressure drop at 
the clouds, and the inlet and outlet temperatures of the engine. The symbols  
related to the experimental study and calculations are illustrated in Table 3 [8], 
whereas key findings are shown in Tables 4-6. 

Table 4 Value changes of t, m°a, m°f using sample I 

N T m°a m°f 
600 4.7 92.2 10.48 

1000 5.7 1477 147.7 

1500 6.3 2209.15 195.5 

2000 7.16 3371.1 277 

2500 7.64 6760.6 482.9 

3000 9.2 10505.25 652.5 

Table 5 Value changes of t, m°a, m°f using sample II 

N T m°a m°f 

600 6.6 1525.4 136.2 

1000 6.9 2635 212.5 

1500 7.4 2833.37 223.1 

2000 7.8 3563.5 276.24 

2500 8.1 5712.6 402.3 

3000 8.72 10210.2 618.8 

Table 6 Value changes of  t, m°a, m°f using sample III 

N T m°a m°f 
600 6.6 1438.2 133.17 

1000 6.77 1698.7 148.75 

1500 7.3 2581.15 209 

2000 8.1 3775.2 283 

2500 8.56 6886.8 481.6 

3000 9.8 9919.3 628.6 
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Table 7 Value changes of  t, m°a, m°f using sample IV 

N T m°a m°f 

600 6.6 1438.2 133.17 

1000 6.77 1698.7 148.75 

1500 7.3 2581.15 209 

2000 8.1 3775.2 283 

2500 8.56 6886.8 481.6 

3000 9.8 9919.3 628.6 

5 Calculations of Parameters [10]-[14] 

Brake power calculated as:      

The mass flow of fuel being calculated as:   °   

Consumption qualitative expanding brake fuel being found as: Bsfc = 3.6 
 °   

  

Brake thermal efficiency as:   th    m°f   c, where  c equals to 97%   

Ratio of air to fuel calculated as:  °°      

6 Results and Discussing 

Using the previous equations, the related performance indicators were calculated 
as shown in Tables 8-11. Each Table shows the performance indicators being  
calculated from each four samples (mentioned before). 

Table 8 Values of WB, BSFC, ɳTH throughout engine’s speed changes using sample I 

N Wb Bsfc ɳth A/F 

600 0.34 1116 7.55 8.8 

1000 0.6 886.3 9.44 10 

1500 1 730.8 11.42 11.3 

2000 1.3 718 11.6 12.17 

2500 2.2 760 12.3 14 

3000 2.9 810 12.8 16.1 
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Table 9 Values of Wb, BsFc, ɳth throughout engine’s speed changes using sample II 

N Wb Bsfc ɳth A/F 

600 0.41 1089.6 7.6 11.2 

1000 0.63 850 9.9 12.4 

1500 1.1 730.2 12.14 12.7 

2000 1.41 710 12.18 12.9 

2500 2.3 763 12.6 14.2 

3000 3 790 12.8 16.5 

Table 10 Values of Wb, BsFc, ɳth throughout engine’s speed changes using sample III 

N Wb Bsfc ɳth A/F 

600 0.45 1088.2 7.9 10.8 

1000 0.68 840 10.2 11.42 

1500 1.3 684 12.26 12.35 

2000 1.5 703 12.3 13.34 

2500 2.5 744 12.8 14.3 

3000 3.2 730 13 15.78 

Table 11 Values of Wb, BsFc, ɳth throughout engine’s speed changes using sample IV 

N Wb Bsfc ɳth A/F 

600 0.5 1059.8 8.2 8.8 

1000 0.8 810.4 10.6 10 

1500 1.4 690 12.46 11.3 

2000 1.7 680 12.6 12.17 

2500 2.8 624 13 14 

3000 3.4 683 13.4 16.1 

 
The findings from the previous four tables are illustrated on Fig. 1, showing the 

relations between the calculated brake powers with the rotating speed throughout 
the use of the four samples. The figure pointed out that the brake power was posi-
tively increased by using the three additives compared with using only the pure 
gasoline at rotational speed of 2000 rpm, whereas the highest level of these values  
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Fig. 1 Relationship between the brake powers with the rotational speed 

was at 23% for the Octane booster mixed with the pure gasoline, founded as Wb 

for Octane Booster minus Wb for pure gasoline divided by Wb for Octane Booster. 
The brake thermal efficiency was also calculated throughout using the three 

mixtures along with the use of only the pure gasoline at rotational speed of 2000 
rpm. The improvement could be clearly seen on Fig. 2, showing that using the Oc-
tane booster gives the highest brake thermal efficiency value stands at  about 8%, 
whereas the gasoline additives stands at only  at 4.7% (calculated similar to the 
previous one). 

 

Fig. 2 The relationship of brake thermal efficiency with the rotational speed 

The fuel saving that can be reached as seen on Fig. 3, showing that the Octane 
booster provides saving of about 5% compared with using the pure gasoline itself 
at rotational speed of 2000 rpm without using any additives.  
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Fig. 3 The relationship between brake specific fuel consumption with the rotational speed 

7 Conclusions 

The paper has presented an investigation of using three different types of fuel ad-
ditives that being separately added to the pure gasoline. These three different mix-
tures along with the pure gasoline itself have been used separately for the internal 
combustion engine model GR03061000/037A. Different rotational speeds being 
applied throughout all the four stages of the experimental work. The key findings 
can be summarized as follows: 

• The brake power increased while using the three additives; in particular the 
Octane booster gave the highest level for about 23%, whereas the other two 
provides 12.6% and 18% respectively. 

• The increase in the brake thermal efficiency pointed to its highest level by us-
ing the Octane booster with about 8%, whereas the lower result was seen 
while using the Gasoline additive of about 4.7% compared with the pure fuel. 

• A significant improvement in the brake specific fuel consumption was found 
in its highest level (5%) by using Octane booster, whereas while using the 
Gasoline additive, the brake specific fuel consumption stands at only 1 % 
compared with using the pure gasoline.  
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Abstract. The aim of this paper is to present a fatigue life criterion for defective 
material. Defects are simplified to spherical or elliptical pore at surface of 
specimen under cyclic loading. The Finite Element method was used to determine 
stress distribution around defect for different morphology and loading modes. It is 
that shown a relevant mechanical parameter governing the fatigue limit for 
defective material could be the affected depth, which is the depth from the tip of 
defect to the bulk of sample where Crossland criterion was violated. A multiaxial 
fatigue criterion for defective material is proposed and validated for different 
metallic materials and loading conditions.The proposed criterion was able to take 
into account the defect size, shape of defect and loading mode. Results are good 
and show that the affected depth is a good parameter to characterize the influence 
of a defect on the fatigue behaviour. 

Keywords: Multiaxial high cycle fatigue, Defects, Affected depth, Kitagawa 
diagram. 

1 Introduction 

The fatigue limit of components containing inherent defect is of great importance 
for the industrial application and always depends on defect morphology and the 
loading mode. The designer needs to compromise between the fatigue resistance 
of the component and the allowable defect size due to the process. Consequently, 
the influence of the defect behaviour must be characterized to correlate the fatigue 
limit into size of defects. The objective of this paper is to study the stress gradient 
around defect and correlate fatigue limit of defective material with defect size. 

Several ways are explored and different authors have proposed fatigue limit 
calculations based on the size of defect. Murakami [1] proposed an interesting 
approch based on experimental results. A geometrical parameter,  √  , which 
is the square root of the projected area of defect on the plane perpendicular to  
the direction of the maximal principal stress, is used to model the defect size.  
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This approch suggests a practical relationship between the fatigue limit, hardness 
and this parameter of size. Endo [2] has extended Murakami’s criterion to 
proportional biaxial loading. According to this criterion, the ratio between torsion 
and tension limits which is supposed constant whatever the size of the defect. 

Using numerical tools other approaches have been proposed as The CDM 
(Critical Distance Method) criterion which is based on measurement of a criterion 
at a given distance from the surface of defect [3].  The last criterion leads to very 
good results in the case of small defects as shown by Leopold and Nadot [4]. 

Recently, Nadot and Billaudeau [5] have proposed an approch to determine the 
influence of defect size and geometry on fatigue behaviour .They use the gradient 
of the maximal hydrostatic stress, which was taken into account to propose the 
HCF criterion for defective material. 

In the present paper we propose a new approch to correlate fatigue limit to 
defect size. Cracks initiate always at the tip of defect [6]. The variation of 
Crossland stress equivalent was studied along the axis starting from the tip of 
defect to the bulk. A definition of affected depth was given, which is the depth 
from the tip of defect to the bulk of sample where Crossland criterion was 
violated. The evolution of the affected depth, with load and defect size, allows us 
to determine fatigue limit for defective material. This approach has been applied 
for two materials under different loading conditions with different defect 
morphology.   The obtained results are very coherent and treat well the problem of 
small defects in fully reversed tension and torsion. For elliptical pore, longitudinal 
or transverse ellipsoidal defects, simulation gives fair results (3% difference). 

2 Simulation of Stress Gradient around Defect 

2.1 FE Analysis 

This study was carried on the 1045 steel and a cast aluminum alloy AS7G06-T6. 
Experimental databases containing Multiaxial fatigue results with induced defects 
have been previously published [6, 7].  Defects are always the preferential sites for 
crack initiation. So we need to characterise the stress distribution around the 
defect. Finite Element simulations have been conducted for each defect size under 
different loading mode. Considering the symmetry of the problem (geometry and 
loading), only one fourth parallelepiped is considered for the FE simulation Fig.1. 
The FE simulation is performed considering the material isotropic linear elastic.  
A tetrahedral mesh with a refinement close to defect is used as illustrated in 
Fig.4.The FE simulations are performed with ABAQUS® software. 
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Fig. 1 Completed model and simplified model 

2.2 FE Simulation 

Based on FE calculation, it is observed that the plane perpendicular to maximum 
stress direction is the Highest Loaded Plane (HLP) Fig.2. In other hand 
experimental works provides that the crack initiated always at the tip of the defect 
in the maximum shear plane [6]. And the macroscopic crack that leads to failure 
of the sample propagates in HLP. Consequently we will be interested in the 
distribution of stress along axis Z starting from the tip of defect to the bulk (Fig.4).  

For three defect sizes, that describe the defect size range, at fatigue limit load 
we plot Crossland equivalent stress  versus coordinate along axis Z from the tip 
of defect (A) to the bulk Fig.4.  

Interpretation 

(i) At fatigue limit, for the three defect sizes, the curves cross a pivot point H. 
This remark we’ll be a starting point for our study. 

(ii) Close to the tip of defect the crossland criterion was violated but not 
violated along far. Consequently we are lead to introduce the following definition: 

Affected Depth 

The affected depth by the gradient of stress for a given defect and an applied load 
is the depth from the tip of defect to the bulk where the Crossland equivalent 
stress  is greater than or equal to  Fig6 .     
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Fig. 2 Shear and Highest Lo

Fig. 3 Crack initiation [6] 

Table 1 Experimental data [

       Defect size √  
                       170          
                       400          
                       900          
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ad Planes: a) Tension loading b) Torsion loading 

Fig. 4 Stress distribution around defect 

6] 

μm             Fatigue limit on alternative tension : MPa 
                                             195 
                                             152 
                                             132 

oui
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Fig. 5 Evolution of Crossland equivalent stress along axis Z for three defect sizes at fatigue 
limit. Tension loading 

 
Fig. 6 Affected depth 

2.3 FE Results Analysis 

From results of numerical simulations, we can conclude that the affected depth at 
fatigue limit for each defect size is almost the same. At fatigue limit the affected 
depth was noted  . That means, for a given size, if affected depth is less than  
there is no failure before 10   cycles. If affected depth is greater than   the 
sample can be broken before 10  cycles.  Simulations are performed for two 
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materials: 1045 steel and cast aluminium AS7G06-T6 with two load ratio ( ratio 
between  minimum and maximum stress during one cycle loading ) = -1 and 
0.1.The applied load corresponds always at experimental fatigue limit for each 
mode loading: tension or torsion .We deduce that The parameter  depends only 
on material and load ratio . 

In torsion loading, crack which leads to failure, initiates nearly on surface. The 
parameter  will be determinated on surface along   axis   Fig.2   

3 New Approach of High Cycle Fatigue Behaviour  
of Defective Material 

3.1 Methodology 

Our objective is to correlate fatigue limit into defect size for different loading 
conditions. For a given material to simulate Kitagawa diagram we need material 
property, loading conditions and an experimental fatigue limit of a given size, 
under the same loading conditions. 

 

 
Fig. 7 Algorithm of the AD model 
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The experimental fatigue limit is used to determine the depth limit . For each 
defect size the fatigue limit was determinate by modifying the loading amplitude 
until affected depth be equal to . 

Proposed Criteria for Defective Material 

                                                                            1  
Where:   : fatigue limit on fully reversed torsion for defect free material.  

 : parameter deduced from an experimental fatigue  limit of defective material 
In the following, the new approch, using the proposed criterion for defective 

material (1) will be named AD model (Affected Depth model). To summarize 
necessary steps for the proposed approach we can use the algorithm fig.7 

3.2 Applications 

In order to validate the proposed approach, we use the available  results of an 
experimental investigation[6] carried out on 1045 carbon  steel, corresponding to 
fully reversed torsion and bending limits of  = 169 MPa and  = 240 MPa, 
respectively. And to try the approach with other material we use an experimental 
data base containing Multiaxial fatigue results  for cast aluminium AS7G06-T6 
[7].The main properties of the cast aluminium are : Young modulus E= 73GPa, 
Poisson’s ratio υ=0.3,fatigue limits under fully reversed torsion and tension are 

 =80MPa and  =91MPa respectively. For each material and loading 
condition, by simulation, we determinate the affected depth limit  for a medium 
defect size then the algorithm Fig.7 was applied to simulate Kitagawa diagram. 

Table 2  Experimental data [6,7] and affected depth limit  

Material  Solicitations Defect size √  (μm) 
 Fatigue limit 
(MPa) 

Affected depth 
limit :  (μm) 

1045 steel 
- 1 

Tension 400 152 45 
Torsion 400 145 135 

AS7G06-T6 -1 Tension 700 80 360 
0.1 Tension 720 100 160 
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3.2.1 Spherical Pore 

 
Fig. 8 Simulation of Kitagawa diagram using 
the new approach. 1045 steel, tension 
loading,  = -1 

Fig. 9 Simulation of Kitagawa diagram 
using the new approach. 1045 steel, torsion 
loading,  = -1 

 

Fig. 10 Simulation of Kitagawa diagram 
using The new  approach on  cast aluminium, 
AS7G06-T6,  tension loading,  = -1 

Fig. 11 Simulation of Kitagawa diagram 
using the new approach on  cast aluminium
AS7G06-T6, tension loading,  = 0.1 

For different defect sizes and loading conditions Fig.8, 9,10,11  show that  the 
obtained  results by AD model , as well as those from experimental work. 

3.2.2 Ellipsoidal Pore 

The same simplified model and boundary conditions, used for simulation in cases 
of spherical pore, are taken. To define exactly the shape of ellipsoidal we adopt a 
ratio,  =10, between the major axis and minor axis of the ellipsoidal pore. This 
aspect ratio has been  chosen in accordance with the corresponding value 
considered in the experimental study[6] .This example was taken, to test the 
ability of AD model to describe the influence of defect morphology referring to 
experimental results.  
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Fig. 12 Comparison between experimental results and simulation using DSG model  and 
AD model for transverse and longitudinal ellipsoidal pore in tension loading  (  1 ) 
with   10  
4 Conclusions 

The AD (Affected Depth) model, using the proposed criterion for defective 
material, is validated for different cases. Obtained results for all cases are on good 
agreement with experimental results (maximum 3% difference).  

In other words, AD model is able to describe the evolution of the fatigue limit 
with defect size for different morphology and loading conditions. The mean stress 
effect is analyzed and results show that this effect can be described by the AD 
model. 

Results for ellipsoidal defect improve that the parameter size = √  alone is 
not able to describe the morphology influence in relation to the applied loading. 
AD model, depending on its simplicity, can be used as an interesting method for 
engineering design. 
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Abstract.  In this study, an artificial neural networks method was used to optimize 
and predict the stress-strain curves as a function of second phase volume fraction of 
WC-Co two-phase materials deformed in compression and in tension. In order to 
train the artificial neural network, a set of different volume fractions of Co having 
different stress-strain curves of the WC-Co two-phase materials was used. A 
maximum of stress corresponding to each curve was obtained and used as a base to 
predict the theoretical stress-strain curve for no corresponding second phase volume 
fractions. The results of this study show that there is a good agreement between 
experimental and optimized stress-strain curves and the artificial neural networks 
method created is capable of successfully predicting the evolution of the stress-strain 
curves of WC-Co two-phase materials as a function of second phase volume fraction. 

Keywords: Artificial Neural Networks, Two-phase materials, Stress-strain, WC-Co. 

1 Introduction 

The WC-Co two-phase materials and material composites in general have received 
considerable attention because of their superior mechanical properties as compared 
to those of most conventional materials. These materials have a great interest in 
practice since they provide both high strength and good formability. Different types 
of models have been used to build the theoretical stress-strain curve of a two-phase 
material from the stress-strain of its corresponding single-phase materials: mixture 
laws (Mileiko 1969; Araki et al. 1977), finite element methods (Durand and 
Thomas de Montpreville 1990; Durand and Pastor 1992) and self-consistent models 
(Berveiller and Zaoui 1981; Durand and Altibelli 1993). The artificial neural 
networks method is a new approach to optimize and predict the mechanical 
behaviour of materials; it is actually widely used in materials science field and there 
are no studies were carried out in the field of mechanical behaviour of two-phase 
materials. 
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This paper presents the results of using an artificial neural networks method to 
predict the mechanical behaviour of two-phase materials based on the stress-strain 
experimental data. 

2 The Artificial Neural Networks 

Artificial Neural Network (ANN) is a network with nodes or neurons analogous to 
the biological ones. The nodes are interconnected to weighted links (Zhang and 
Friedrich 2003; Bahrami et al. 2005; Koker et al. 2007). The weights are usually 
adjustable and can be trained through a learning process and training examples. It has 
different layers, interconnected through a complex network. The Figure 1 shows the 
structure of an artificial neural network with various layers. 

 

Fig. 1 A schematic description of an artificial neural network (Zhang and Friedrich 2003) 

In this study, the feed-forward multilayer perceptron (MLP) was used and trained 
with back propagation algorithm. The strain and volume fraction are used as inputs of 
the artificial neural networks, the stress is the output of the latter. 
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All the variables were normalised (Yescas et al. 2001) between 0 and 1 as follows: 
For the stress (Eq. 1): 

maxx

x
xN =            (1) 

For the strain and the volume fraction (Eq. 2): 

100

x
xN =                 (2) 

Because the variables are in percentage. 
In the learning process, a set of data that contains the inputs and their 

corresponding outputs was used to train the network. An iterative algorithm 
‘Levenberg-Marquardt algorithm’ adjusts the weights that the outputs of the network 
(Eq. 3) be the most possible nearest to the desired outputs. This is attained by 
minimising the learning error, defined by the mean squared error (Eq. 4). 
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Where: 

iy  is the output, jx  is the input, f is the activation function, ijw are the weights 

and ib  is the bias. 
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Where: 

d  is the desired output, y  is the output of the network, Q  is the number of the 

learning sets and N  is the number of the outputs. 

3 The Network Architecture 

The network used in this study presents the following characteristics: 

• An input layer, in which the inputs are presented, that are the deformations and 
the volume fractions. 

• An output layer, in which the outputs are presented, that are the stresses. 
• The network training: to train the network, an iterative back propagation 

algorithm was used; four (04) volume fractions are used as training examples.  
• A one hidden layer constituted of 16 neurons which is fixed after different tests 

(Tab. 1). 
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• The activation function is a logarithmic sigmoid for the hidden layer, it has the 
following form (Eq. 5):                              

xe
xf −+

=
1

1
)(      (5) 

• The activation function is linear for the output layer, it has the following form 
(Eq. 6):  

xxg =)(      (6) 

4 Choice of the Number of Neurons in the Hidden Layer 

The table 1 shows that the minimum of the mean squared error (MSE) corresponds to 
the number 16 neurons, what justifies the choice of the number 16 in the hidden 
layer. 

Table 1 Mean squared error versus the number of neurons in the hidden layer 

Number of neurons Mean squared Error (MSE) 

2 202.7287 

4 0.2261 

6 0.0013 

8 0.0082 

10 2.9047E-5 

12 3.1902E-5 

14 3.3057E-6 

16 2.8471E-6 

18 1.8146E-4 

20 9.2306E-5 

22 9.7610E-6 

5 Application of the Artificial Neural Networks in the 
Mechanical Behaviour 

In the mechanical area, a certain number of the experimental results are necessary to 
develop an effective neural network, including its architecture, training functions, 
training algorithm and the other network parameters, followed by a training process 
and an evaluation method. After the network is to be trained to resolve the problem 
based on this data, the new data of the same problem can be inputted in the trained 
network to output the real solutions. The process of the building the neural networks 
consists in the following four steps: 
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1. Collection of data: analyse and treatment of data. 
2. Network training: this includes the choice of its architecture, the training 

functions, the training algorithm and the network parameters. 
3. Test of the trained network: to evaluate the network performance. 
4. Use of the trained network in the simulation and prediction.  

6 Results 

The neural networks method using a MATLAB platform is applied to optimize and 
predict the stress-strain curves of the WC-Co two-phase material deformed in 
compression (Doi et al. 1969) and in tension (Nishimatsu and Gurland 1960). 

6.1 WC-Co in Compression 

For the training of the stress-strain behaviour of the WC-Co material deformed in 
compression, the optimized experimental stress-strain curves were used for the 
following volume fractions of Co: 43%, 36%, 21% and 10%. The optimized curves 
obtained by using the neural networks are in good agreement with the experimental 
results (Figure 2). In order to test the validity of the network, the application of the 
trained network is interpolated to other volume fractions included between 43% and 
10% of Co. It is proceeded with the following manner: another neural network with 
the same architecture was trained in order to determine the maximum of stress 
corresponding to each volume fraction (Figure 3), then the network is interpolated to 
the fractions of 40%, 30%, 25% and 15% of Co based on the predicted maximum 
stress corresponding to each volume fraction. The Figure 4 shows the position of the 
interpolated curves within the experimental ones; they are in good accord with the 
evolution of the experimental curves.  

6.2 WC-Co in Tension 

By following the same manner that in compression case, Figure 5 illustrates the 
comparison between optimized and experimental stress-strain curves for the volume 
fractions of 90%, 85%,75% and 65% of Co, it shows a good agreement. The trained 
and predicted maximum of stress corresponding to each volume fraction is visualised 
on the Figure 6. The Figure 7 shows the position of interpolated curves 
corresponding to the fractions of 88%, 80%, 72% and 70% of Co within the 
experimental curves, a good accord with the evolution of the experimental curves is 
found.  
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Fig. 2 Optimized stress-strain curves. WC-Co system in compression (experimental data  
(Doi et al. 1969)) 
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Fig. 3 The maximum of stress versus volume fraction of Co for the system WC-Co in 
compression 
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Fig. 4 Interpolated curves position in the evolution of the experimental behaviour of the WC-
Co system in compression (experimental data (Doi et al. 1969)) 
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Fig. 5 Optimized stress-strain curves. WC-Co system in tension (experimental data 
(Nishimatsu and Gurland 1960)) 
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Fig. 6 The maximum of stress versus volume fraction of Co for the system WC-Co in tension 
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Fig. 7 Interpolated curves position in the evolution of the experimental behaviour of the WC-
Co system in compression (experimental data (Nishimatsu and Gurland 1960)) 
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7 Discussion 

• The training is more effective that the number of experimental data is greater, 
after a set of tests, it is noticed that the minimum required for these two examples 
is four (04) volume fractions (i.e. four curves). 

• The similarity evolution of the experimental behaviour of data used in the 
training phase has a great influence on the obtained results; this is more effective 
that the evolution of the experimental behaviour is similar. 

• The maximum of stress of each volume fraction is a very important parameter to 
predict the theoretical stress-strain curve as a function of second phase volume 
fraction.  

8 Conclusions 

An artificial neural network method was used to optimize and predict the stress-strain 
curves of WC-Co two-phase materials from experimental stress-strain data. The 
method has allowed the stress-strain evolution of WC-Co two-phase materials as a 
function of Co volume fraction based on the predicted maximum of stress to be 
approximated. The agreement with the experimental behaviour is very satisfactory as 
long as the similarity of the behaviour is greater. The determination of the maximum 
of stress has allowed to predict the theoretical stress-strain curves with no 
corresponding experimental ones, it shows the predicting capacity of this parameter. 
This study of the mechanical behaviour of two-phase materials has shown the 
capacity of neural networks to predict the stress-strain behaviour of two-phase 
materials of WC-Co as a function of Co volume fraction. 
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Abstract. The effect of the friction coefficient in the strain path of hydroformed 
tube is discussed in this paper. A finite element simulation with the LS-
DYNA/Explicit software has been performed and experiments have been carried 
out. The localized thinning can be related to necking and then, the use of the 
Forming Limit Curve (FLC) and the analysis of the strain path can give some 
indications on the risk of fracture in the hydroformed part. FE simulations have 
been performed with different friction coefficients to study their effect on the 
resulting strain path and to predict the localized thinning during tube 
hydroforming in a square section die. Hydroforming experiments have been 
performed on deoxidized copper (Cu-DHP) tubes to validate the finite element 
results. When the pressure increases, the strain increases firstly in the transition 
zone, that next leads to severe thinning in the corner zone and finally, in the 
straight wall. The comparison between the results obtained with the finite element 
and experiments confirms that the thickness reduction is more important in the 
transition zone between the straight- wall and the corner radius and the localized 
necking occurs in the transition zone. It is then possible to define the limits of the 
process and enhance the necking prediction. 

Keywords: Tube hydroforming, Friction effect, Strain path, Localized necking. 

1 Introduction 

In recent years, there is an increasing demand for hydroformed parts dedicated for 
aeronautical and automotive applications. This is because hydroforming offers 
various advantages such as weight reduction, part consolidation, lower tooling 
cost, improved structural strength and stiffness improvements, secondary 
operations bypass and scrap reduction (Ahmetoglu and Altan 2000). In this 
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context, great efforts have been focused on tube hydroforming using analytical 
models, numerical computations and experimental characterizations (Kridli et al. 
2003; Hwang and Chen 2005). The success of such process depends on the 
knowledge of the material properties of the tube, the dies geometries and the 
friction conditions. The friction coefficient directly affects the flow of material in 
the die, thus the thickness repartition over the final part. In the literature, many 
researchers have been interested in the study of the strain path of the hydroformed 
tubes (Bihamta et al. 2013; Li et al. 2012 ; Xu et al. 2009-a; Xu et al. 2009-b). 
Indeed, to estimate if this thickness change is safe from fracture, the forming limit 
diagram or curve (FLD or FLC) was generally used. Consequently, in Ls-Dyna 
software the FLD for each section of the workpiece (after hydroforming) was 
drawn. Bihamta et al., (Bihamta et al. 2013) have used the FLC to control the 
hydroforming process and then to estimate the validity of this technique in the 
case of hydroforming in complex dies. Li et al. (Li et al. 2012)  have also used this 
method to study the strain path and to predict the localization of defects in elliptical 
section. In addition, FE simulations have been performed with different friction 
coefficients to examine their effect on the resulting strain path. Xu et al. (Xu et al. 
2009-a) have investigated the (FLC) in a squares section die to study the thickness 
variation for different points, indeed they have concluded that the thinnest element 
of the tube wall occurs at the transition zone, while the thickest element is located at 
the middle of the side wall. Xu et al., (Xu et al. 2009-b) have investigated the (FLC) 
in a trapezoidal sectional die and they have predicted the localized thinning. 

2 Experimental Procedure 

2.1 Material 

In the present study the material used is deoxidized copper (Cu-DHP) tube with 
outer diameter of 35mm and nominal thickness of 1 mm, and 250 mm of length.  
 

 

Fig. 1 Typical true stress-true strain curve for the tested material 
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In the meanwhile of bulging test, internal pressure and pole height of the tube 
(also named the bulge height) are continuously measured resulting in a pressure–
bulge height curve. The previous curve with the analytical model proposed in the 
literature (Boudeau and Malécot 2012) leads to obtain the curve of the true stress-
true strain curve as given in Fig.1.  

The mechanical properties of the tested material are listed in Table1. 

Table 1 Mechanical properties of the used copper 

Density (tonne/mm3) 8.49e-9 

Rm (MPa) 440 

Rp0.1 (MPa) 420 

A10 (%)* 2 

E (GPA) 132 

Poisson coefficient υ 0.34 

Strength coefficient K.(MPa) 263.63 

Strain hardening coefficient n 0.287 

Yield stress σ.(MPa) 50 

Initial strain ε0 0.0043 
*A10: Elongation of drawn copper tubes on annealing temperature after cold work. 

2.2 Hydroforming Procedure 

In the present study, a modular tool has been designed to run tube bulging tests in 
an open die or tube hydroforming in closed shape dies. This tool is installed in a 
press. The experimental devices are illustrated in Fig.2. A multiplier pressure 
cylinder creates the high pressure to bulge the tube and two vertical cylinders 
clamp the tube at its two extremities by cone-cone contacts. The test proceeds as 
following: (1) conical plungers come in contact with the ends of the tube; (2) the 
hydraulic fluid is pumped into the specimen through the conical plungers resulting 
in a slow increasing pressure inside the tube. (3) the tube deforms and takes, little 
by little, the shape of the die. During the hydroforming process, the internal 
pressure inside the tube and the tube deformation are measured. In the present test, 
the maximal internal pressure was 28 MPa that allows a tube expansion without 
any risk of crack (Fig.3). This maximal pressure was estimated through numerical 
simulations and optimization procedure. The tests are conducted without specific 
lubricant, but the tools are oiled to avoid their degradation. 

The copper tubes were hydroformed using a square cross-section die with 50 
mm of length and 5 mm of corner radius .The geometry of a half tube is 
considered and it is shown in Fig.4. 
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Fig. 2 The modular tool installed on the press at FEMTO-ST lab (a) and the main dimensions 
of the square section die (b) 

  
Fig. 3 Tube after hydraulic expansion with various internal pressures: experimental result 

3 The Finite Element Study 

Because of the symmetry of the geometry, only a half tube is considered to 
simulate the tube hydroforming in a square die via LS-DYNA/Explicit© software 
(Hallquist 1989). The geometry is meshed with 51448 nodes and 51164 
Belytschko-Tsay shell elements. The element size is based on the smaller detail in 
the model, meaning the die corner radius r = 5 mm. The die is assumed to be a 
rigid elastic material. The tube material is assumed as elastic-plastic and isotropic. 

In the plastic range, the Swift law  287.0)0043.0(63.263)( εσ +=MPa  is 
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considered. The Swift parameters have been identified from experimental 
hardening curve obtained with the tube bulging test (Boudeau and Malécot 2012). 
The tube is clamped at its two ends. Finally, an internal pressure is applied on the 
inner surface of the tube. Based on the experimental measurements, the maximum 
pressure varies from 15 to 28 MPa, in a virtual period of 0.001s (Fig.4). We 
assume, for the simulation, a contact "automatic one way surface-to-surface" and 
we introduce various friction coefficients. Two friction coefficients (µ=0.05 and 
µ=0.1) between tube and die are considered and, then, the thickness distribution in 
the final part is studied. Post-processing the numerical results will consist in 
analyzing the evolution of thickness reduction, thickness spatial repartition and die 
radius evolution in relation with the different friction conditions. 

 

Fig. 4 FE model (a) and typical FE results (b) 

The dimensions of the cooper tube and the main results are summarized 
Table.2. 

Table 2 Dimensions of the tube and main results 

External 
radius 
(mm) 

Half 
model 
length 
(mm) 

Tube 
thickness 
(mm) 

Friction Thickness 
reduction 
(%) 

Final 
radius 
(mm) 

17.5 125 1 0.05 20.5 5.32 
17.5 125 1 0.1 21.5 5.23 

4 Effect of Friction on Tube Hydroforming and Prediction of 
Thinning Location 

In this section, we are interested in thinning and its location in the hydroformed 
tube (Fig.5). A quarter of the tube was considered due to the geometrical 
symmetry.  
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Fig. 5 Thickness reduction under different friction coefficient values and experimental 
result for several measurement points 

A profile is defined in the centered cross section of the tube and the thickness 
reduction versus the points of measure defined along the transversal profile is also 
shown in Fig.5. The values for the friction coefficient have been chosen from 
experimental results obtained on pin-on-disk tribometer realized at the University 
of Sfax (LGME) with samples corresponding to the two materials in contact 
during tube hydroforming. The thickness reduction measured from experiments 
presents a maximum value of 30% while FEM results lead to exhibit 21.5% of 
reduction. Points 1 and 26 define the midline of the straight wall while points 5 
and 20 define the beginning of the transition zone. A significant increase of the 
thickness reduction was obtained and this can be ascribed to the increase of the 
friction coefficient, especially in the transition zone. Whereas the friction 
coefficient was found to have a little effect on the thickness reduction in both 
straight wall and corner zone. This finding is consistent with that obtained in the 
literature (Orban and Hu 2007). Despite the 9% of difference between numerical 
and analytical results, the two approaches show similar evolutions. These 
differences can be linked to:i) the friction coefficient is not characteristic of the 
real friction conditions during tube hydroforming; ii) the 3D shell model is not 
sufficiently precise for thickness evaluation. In addition, the FE simulations are 
certainly more representative of the real process but, a model based on shell 
elements can lead to an over estimation of the thickness. A 3D model with solid 
finite elements would be more appropriate for the evaluation of the thickness 
reduction. 
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Fig. 6 Thinning localization in the hydroformed tube 

In order to validate the numerical results, a real hydroformed tube profile is 
examined as shown in Fig.6. As it can be seen exactly the location of the thinning 
is in the transversal profile of the hydroformed tube. This confirms again that the 
severe thinning occurs in the transition zone and thus a good correlation was 
obtained between the numerical and experimental studies. 

5 Effect of the Friction on the Strain Path and the Study of 
the Localized Necking 

The localized thinning can be related to necking and then, the use of the Forming 
Limit Curve (FLC) and the analysis of the strain path can give some indications on 
the risk of fracture in the hydroformed part. Two friction coefficient values were 
used: µ=0.05 and µ=0.1. Three zones are considered: the straight wall (S343), the 
transition zone (S3790) and the corner area (S3787) illustrated in Figs.7 and 8 
.The strain evolution on the FLC diagram reveals, in particular when the final 
pressure is 28MPa, that no risk of necking to be detected (Fig.7).  

On the other hand, another simulation with a maximum pressure of 36 MPa, 
corresponding to crack formation during experiments, has been post-processed 
with the same way as previously described. As illustrated in Fig. 8, the main 
results indicated that a severe thinning takes place in the transition zone. In 
addition, when the pressure increases from 28 to 36 MPa, the strain increases 
firstly in the transition zone, that next leads to severe thinning in the corner zone 
and finally, in the straight wall. Therefore, both of experimental and numerical 
results (Figs.7 and 8) let us to believe that the localized necking occurs in the 
transition zone. 
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Fig. 7 Experimental/FE results obtained under different friction coefficients and a pressure 
value of 28 MPa 
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Fig. 8 Experimental / FE results obtained under different friction coefficients and a pressure 
value of 36 MPa 
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6 Conclusion 

In this work, we have focused our attention on the study of the friction effect on the 
strain path using the forming limit curve (FLC). The prediction of the localized 
thinning for hydroformed tube was alos investigated. During tube hydroforming 
experiments a square die was used. Numerical simulations have been performed with 
LS-DYNA/Explicit software. The correlation between the numerical and 
experimental results was discussed. Through the finite element simulations, one can 
conclude that, the predicted FLC matches well with the obtained experimental data. 
Therefore, such correlation emphasizes the accuracy and the validity of our numerical 
approaches. Finally, it is equally important to note that the localized thinning occurs 
firstly in the transition zone, then in the corner zone and finally in the straight wall. 

References 

(Ahmetoglu and Altan 2000) 
Ahmetoglu, M., Altan, T.: Tube hydroforming: state-of-the-art and future trends. Journal of 

materials Processing Technology 98(2000), 25–33 (2000) 
(Kridli et al. 2003)  
Kridli, G.T., Bao, L., Mallick, P.-K., Tian, Y.: Investigation of thickness variation and 

corner filling in tube hydroforming. Journal of Materials Processing Technology 33, 
287–296 (2003) 

(Hwang and Chen 2005)  
Hwang, Y.M., Chen, W.-C.: Analysis of tube hydroforming in a square cross-sectional die. 

International Journal of Plasticity 21, 1815–1833 (2005) 
(Bihamta et al. 2013)  
Bihamta, R., D’Amours, G., Bui, Q.H., Guillot, M., Rahem, A., Fafard, M.: Numerical and 

experimental studies on the new design concept of hydroforming dies for complex tubes. 
Materials and Design 47, 766–778 (2013) 

(Li et al. 2012)  
Li, S., Chen, X., Kong, Q., Yu, Z., Lin, Z.: Study on formability of tube hydroforming 

through elliptical die inserts. Journal of Materials Processing Technology 212, 1916–
1924 (2012) 

(Xu et al. 2009-a) 
 Xu, X., Li, S., Zhang, W., Lin, Z.: Analysis of thickness distribution of square-sectional 

hydroformed parts. Journal of Materials Processing Technology 209, 1397–1403 (2009) 
(Xu et al. 2009-b) 
 Xu, X., Lin, Z., Li, S., Zhang, W.: study of tube hydroforming in a trapezoid-section die. 

Journal of Materials Processing Technology 209, 158–164 (2009) 
(Boudeau and Malécot 2012)  
Boudeau, N., Malécot, P.: A simplified analytical model for post-processing experimental 

results from tube bulging test: Theory, experimentations, simulations. Journal of 
Mechanical Sciences 65, 1–11 (2012) 

(Hallquist 1989)  
Hallquist, J.O.: LS-DYNA3D User Manual v970, LSTC, Livermore (1989) 
(Orban and Hu 2007)  
Orban, H., Hu, S.J.: Analytical modeling of wall thinning during corner filling in structural 

tube hydroforming. Journal of Materials Processing Technology 194, 7–14 (2007) 



www.manaraa.com

  
© Springer International Publishing Switzerland 2015 
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II, 

285

Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_28  

Behavior Analysis of the Aluminum 2017A 
Sheet Using Vapor Bulge Test 

Salah Aissa1, Mahfoudh Ayadi2, Mohamed-Ali Rezgui3, and Mohamed Soula4 

1 ISET-Sousse, Cité Erriadh - B.P 135 - Sousse 4032, Tunisia 
 salah_mel_aissa@yahoo.fr 
2 B.P N°65 Campus Universitaire Menzel Abderrahmane 7035, Bizerte, Tunisia 
 mahfoudayadi@gmail.com 
3 UR-MSSDT (99-UR11-46), ENSIT, 5 Av Taha Hussein, Montfleury 1008, Tunis, Tunisia 
 Mohamedali.rezgui@esstt.rnu.tn 
 4 LR-MAI (11-ES19), ENIT, BP 37, 1002, Le Belvédère, Tunis, Tunisia 
 soulamed2003@yahoo.fr 

Abstract. The hot forming of thin structures (plates) uses the temperature as a fac-
tor that could increase the forming limits of the sheet metal. On top of the improv-
ing of forming limits, increasing temperature induces a decrease of spring- back 
and a clear reduction of limits loads necessary for the forming operation. The hot 
forming process is usually done in two independent phases:  the first step is the 
blank heating and the second one is the load application. The present work shows 
a forming technique based on both temperature and pressure to make a sheet form. 
These parameters are linked to the water vaporization process into a cavity  
covered by the blank.  This study will try to show: 

(i) Experimental aspects of sheets forming under the action of water vapor  
pressure.   

(ii) Correlation between the blank geometry, level pressure and the forming 
temperatures. 

(iii) Performances of the process expressed in terms of: 
     - Surface creation  
     - Decrease of the loads of making form 
     - Increase of the forming limits  

Keywords: Temperature, pressure, vaporization, forming, sheet. 

1 Introduction 

The reduction of the energy consumption in the transport sector constitutes a huge 
problem to the constructors. The slight materials such as aluminum and magne-
sium are among the best alternative solutions of this issue by the optimization of 
the design and the choice of the right process. In the last years, these kinds of ma-
terials are characterized by a growing demand especially in the car industries and 
aerospace (Toros et al. 2008, Yuan et al. 2011).  
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For that, all the studies were oriented to a new thermo-forming experimental 
approach to reach a plastic deformation. In fact, the forming limits at high temper-
atures increase significantly contrary to the forming loads which decrease. In this 
is context several investigations and analysis at high-temperature behavior of 
many sheets of lightweight alloy such as Al5052 and AL6061, are presented in 
(Mahabunphachai and Koc 2010). The present work shows a new possibility of free 
bulging of thin sheet metal (aluminum 2017A), by using heated vapor pressure. 
This new technology is based on coupling temperature and pressure. 

2 Experimental Setup 

2.1 Vapor Bulge Test Setup 

The free bulging under steaming pressure is similar to the hydraulic forming. The 
loading system is made by a vapor generator. The forming pressure is generated 
by the vapor produced by the process of water vaporization. The vapor bulge test 
set up shown in figure 1 is designed and built at ISET Sousse. This dispositive can 
produce different levels of heating power by converting the electric energy into 
heat. 

 

Fig. 1 Schematic setup for vapor bulging test 

2.2 Blank Specifications 

The type of piece materials chosen for these essays is aluminum alloys 2017A. 
The circular sheet metal subjected to the tests has 0.6mm of thickness and 275mm 
of diameter. The part of the blank submitted to the pressure has 160 mm of diame-
ter and the time of test is a function of the calorific power generated by the heating 
source.   
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2.3 Acquisition of Measurements 

During the forming process, the measures are taken every 1.67 s. The experimen-
tal results are exploited to observe the evolution of the following variables: 

• The average equivalent stress according to the cumulated average of plastic 
deformation 

• The surface creation developed according to the forming pressure. 
• The work ratio of the pressure forces /creation surface according to the 

pressure 

3 Experimental Results 

In this paragraph, we present the experimental results related to: 

• The hydraulic bulging at room temperature. 
• The free bulging with vapor Tests are realized with three different thermal 

loads: 1KW, 1.5KW and 2KW.  To get the vapor water, we use the same 
amount of water injected initially for the whole experiences which is 630 cm3.   

 
The tests of the vapor bulging show that the time of the experience depends on 

the power imposed by the thermal source. In these experiences, the deformation 
volume of the sheet metal increases under vapor pressure until the rapture of the 
sheet as shown in figure 2. 

 

Fig. 2 Experimental setup for vapor bulging test 

Figure 3 presents the evolution of heating speed. It's necessary to observe a 
quick ascending phase between 90 and 120s corresponding respectively to 
105°C/mn and 15°C/mn. This phase shows the effect of the amount of electric in-
jected power to start our forming operation. It corresponds to the transitory ther-
mal phase representing the heating volume of water enclosed in the die cavity and 
the rest of the device before the beginning of the vaporization. 
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Furthermore, figure 3 shows also a slow evolution of the internal temperature 
that has an asymptotic tendency of heating speed being able to attain 2°C/mn. This 
phase, representing the progressive vaporization of water obtained at different le-
vels of pressure and temperature of the saturating vapor with variable volume, can 
be considered as a quasi stationary thermal regime 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Evolution of the heating speed 

The mixture liquid water and water vapor at starting point (100°C and 1 bar) 
are in a state of equilibrium. The search of correlations between pressure and tem-
perature of the saturating vapor has shown the existence of empirical models link-
ing the thermodynamic variables explaining the vaporization of water to a variable 
volume. These models can be written as follows: 
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where P(bar) represents the pressure, T (°C) is the vapor temperature, P max (bar) is 
a reference pressure equal to 8 bars and T0,  K, n are the coefficients of the mod-
el. The identification of the results was obtained with a coefficient of correlation 
more than 0.98.  Tables 1 and 2 present the relative results of the parameters of 
the different thermal powers applied to the forming process.  

Table 1 Model coefficients at T0 = 0°C 

Power 
(KW) 

1.0 1.5 2.0 

k 0.044 0.038 0.059 

n 5.197 5.447 4.583 

R2 0.980 0.980 0.985 
 

Table 2 Model coefficients at n = 4 

Power 
(KW) 

1.0 1.5 2.0 

k 0.190 0.228 0.127 

T0 (°C) 32.08 37.82 18.37 

R2 0.982 0.981 0.985 
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The objective fixed by the following study consists in showing:  
 

• The feasibility of sheet metal forming under the action of the saturated vapor. 
• The improvement of the sheet forming limits under the effect of vaporization.  
• The  reduction in the work of vaporization pressure forces compared to the 

expansion at room temperature. 
 

Figure 4 represents a comparison of the dome height between the room bulging 
and the warm bulging realized with various thermal powers. We remark a signifi-
cant increase in the dome height before the initiation of the bursting for the steam 
tests illustrating an improvement of the forming limits of the sheet metal. This im-
provement is associated with a significant decrease in the maximum pressure rec-
orded at the bursting. The bursting pressure reaches approximately 11.7 bar at 
room temperature and 7.2 bar at steam bulging corresponding to relative decrease 
about 38%. 

 

 

 

 

 

 
Fig. 4 Evolution dome height versus pressure 

4 Interpretation and Discussion of the Results 

In this paragraph, we will try to evaluate the performances of the steam bulging 
compared to the room bulging. Under the pressure the metal will start to bulge and 
the deformed surface it assumed to a hemispherical shape as shown in figure 5. 
This deformed surface is characterized by the bulge radius (R), the dome height 
(h), the die cavity radius (r0) and the initial thickness of sheet metal (e0). 
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Fig. 5 Schematic diagram of bulge test 

The geometrical data (h) and (r0) allow respectively to evaluate the bulge radius 
(R), the angle (Φ0), the surface creation (Sc), the volume (V0) of the deformed sur-
face, the average values of the circumferential deformation (εmc), the thickness (e) 
and the circumferential stress (σmc). For a bulging test, all these variables are cal-
culated based on the following equations:  
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The bulging pressure (P) and the dome height (h) values at the room tempera-
ture and for the different thermal power (1KW, 1.5KW and 2KW) were used for 
the flow curve calculations. The flow curves in figure 6 represent the material  
behavior of the aluminum alloy 2017A. 

 
 
 
 

Deformed surface 



www.manaraa.com

Behavior Analysis of the Aluminum 2017A Sheet Using Vapor Bulge Test 291 

 

Fig. 6 Stress- strain curves at different testing conditions 

The results obtained show:  

- A significant decrease of the plastic flow stress. This decrease shows an 
alloy softening under the vaporization temperature effect.  

- An increase in the limit deformations before bursting  
- The heating speed has no effect on the alloy behavior at the range of the 

thermal powers used.   
 

Figure 7 shows for different steam temperature levels, the profile of the circum-
ferential deformations versus the angular positions taken along a median straight 
cut of the deformed. These deformations were deduced from the experimental 
thinning blank. We note that the experimental deformation profiles corresponding  

 

 

Fig. 7 Profiles of the angular deformations 
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to the different levels of the temperature can be approximated by parabolic aspects 
characterized by a maximum located at the dome. These aspects can be 
represented by the following equation: 

ba 2
c +ϕ=ε  (9)  

In addition, a comparative study between the proposed models of the prevision 
average deformation and the same experimental deformations deduced from the 
thinning measurements at different temperatures, shows coherence as in figure 8. 

 

 

Fig. 8 Average circumferential deformations versus vapor temperature 

According to the equation (9), it will be possible to express the circumferential 
deformation in function of its average value and its angular position as shown in 
the following equation: 

)1(
2
3

2
0

2

mcc Φ
ϕ
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This expression provides a quick estimation of the maximum deformation after 
a measurement of the limit dome height. Table 3 summarizes the estimations of 
deformations and limits stress according to the rolling direction of the sheet. 

Table 3 Experimental estimation of deformations and limit stresses from bulging tests 

 Deformation (%) Tress (Mpa) 

Room temperature bulging 13.9   à 15.6 134.2 

Steam bulging (1 Kw) 18.1  à  20.4 85.9 

Steam bulging (1.5 Kw) 13.5  à  15.2 88.3 

Steam bulging (2.0 Kw) 18.0  à 19.8 86.4 
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The estimations presented in table 3 show: 

(i) A little increase of the limit deformations for the steam bulging, with a var-
iations extending between 11.7% and 18.4%. 

(ii) A significant decrease of the limit stresses for the steam bulging with a rel-
ative variation about 35%. 

The result proves that the thermal power intensity has no direct influence on the 
forming limit. These limits depend more on the temperature reached during the 
vaporization phase. Furthermore these limits are controlled by the mechanical 
properties of the sheet, the dimensions of the active part of the blank (radius and 
thickness) and the final shape of the finished part. 

Figure 9 shows the ratio of the working pressure forces by the surface creation 
for the bulging operations. The calculation of work was made by transforming the 
pressure/height curve at the dome into a pressure / volume curve of the spherical 
cap. The work of the pressure forces is obtained by the following expression: 

∫= 0V

00 dV)V(P)P(W  (11) 

P (V) is obtained by polynomial interpolation of the experimental curve pres-
sure / volume of spherical cap. P0 is the pressure associated to the volume V0. In 
addition, the difference between the surface of the spherical cap and the initial sur-
face of the active portion of the sheet metal defines the created surface. As a re-
sult, we can associate for each pressure P0 a created surface SC (P0). So the work 
of the pressure forces per unit of area created can be   obtained by the ratio: 

                                    
(12) 

 

Fig. 9 Ratio of the working pressure forces for the bulging operations 
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After calculation we get a significant decrease of the pressure forces work for 
all steam tests. The energetic curves attain a maximum of almost 7.2 J/cm2 for 
room test and 5.4 J/cm2 for steam test. The maximum of the external forces work 
can be used to introduce the notion of plastic instability according to energetic 
measure.  

5 Conclusion 

The experimental study has demonstrated the feasibility of the sheet metal form-
ing under the action of the pressure generated by the vaporization of water. Ac-
cording to the huge advantages offered by the steam forming, we believe that this 
process certainly can be viable. The forming process is auto-regulated in both 
pressure and temperature. These thermodynamic variables are controlled by the 
vaporization process. Their amount depends on the mechanical characteristics of 
the sheet material then on initial and final geometries of the metal parts. This 
whole study shows the forming process performance in different levels, particular-
ly we distinguish:  

 
1. The simplification of the loading system used for the forming tests. 
2. The important reduction of the energy necessary to forming.  
3. The gain of the surface creation and the forming limits, confirmed by the 

decrease of stress and an increase of deformations. 
 

Finally, the existence of relation that associate the pressure evolution of the va-
por and temperature rising could be useful to analyze the temperature influence on 
metal forming limits. In fact, with vapor forming, we can get a state of pressure 
and temperature loading by a simple modification of any of the geometrical  
parameters of the active metal part. 

References 

1. Toros, S., Ozturk, F., Kacar, I.: Review of warm forming of aluminum-magnesium al-
loys. Journal of Materials Processing Technology, 2008 207(1-3), 1–1 (2008) 

2. Cui, J., Roven, H.J.: Recycling of automotive aluminum. Transactions of Nonferrous 
Metals Society of China 20(11), 2057–2063 (2010) 

3. Yuan, S., He, Z., Liu, G., Wang, X., Han, C.: New developments in theory and 
processes of internal high pressureforming. The Chinese Journal of Nonferrous Met-
als 21(10), 2523–2533 (2011) 

4. Mult, E.H., Geiger, M.: Sheet and tube hydroforming at elevated temperatures. In: In-
ternational Conference on Hydroforming, Fellbach, Germany, pp. 259–278 (2003) 

5. Lin, Y., He, Z., Yuan, S., Wu, J.: Formability determination of AZ31B tube for IHPF 
process at elevated temperature. Transactions of Nonferrous Metals Society of Chi-
na 21(4), 851–856 (2011) 



www.manaraa.com

Behavior Analysis of the Aluminum 2017A Sheet Using Vapor Bulge Test 295 

6. Jestwiet, J., Geiger, M., Engel, U.: Metal forming progress since 2000. Journal of Man-
ufacturing Science and Technology, 2008 1(1), 2–17 (2008) 

7. Wang, H., Luo, Y., Friedman, P., Chen, M., Gao, L.: Warm forming behavior of high 
strength aluminum alloy AA7075. Transactions of Nonferrous Metals Society of Chi-
na 22(1), 1–7 (2012) 

8. Mahabunphachai, S., Koc, M.: Investigations on forming of aluminum 5052 and 6061 
sheet alloys at warm temperatures. Materials and Design 31(5), 2422–2434 (2010) 



www.manaraa.com

 

  
© Springer International Publishing Switzerland 2015 
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II, 

297 

Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_29  

A Comparison between Numerical Simulation 
and Experimental Determination of Porosity 

Badiâ Ait El Haj, Aboubakr Bouayad, and Mohammed Alami 

Laboratory of Mechanics, Energetics and Materials, Ecole Nationale Supérieure d’Arts et 
Métiers (ENSAM), Moulay Ismaïl University (UMI), Meknes, Morocco 
aitelhaj.badia@gmail.com, a.bouayad@ensam-umi.ac.ma, 
alami_simed@hotmail.com 

Abstract. Porosity is one of the major defects in aluminum castings, which is 
induced by several mechanisms (solidification shrinkage and gas segregation). 
One of the methods for complex evaluation of macro and micro porosity in Al-Si 
alloys is Tatur test technique. This article deals with evaluation of porosity with 
help of Tatur test for an Al-Si alloy. The simulation tests were conducted using 
commercial FEM based software. The simulation results obtained using ProCAST 
software will be compared with experimental measurement of porosity. Compari-
son has shown good agreement of simulation and experiment in predicting and 
localizing the major defects of shrinkage except for slump defect in top part of the 
casting which would mean, that the solidification modeling included in the tested 
software does not reflect phenomena responsible for the solidification processes in 
real castings properly. Further tests, with different types of software and more 
fundamental studies on the solidification process modeling would be desirable.  

Keywords: Al9Si alloy, casting, Tatur test, porosity, simulation. 

1 Introduction 

Nowadays there is a great demand of lightweight parts with high mechanical per-
formances. Over the past decades, aluminum components have been produced to 
substitute cast iron components. When the substitution is possible, low costs pro-
duction and component weight reduction is obtained due to their great production 
rate and process control. (Dobrzanski et al. 2007; Mallapur et al., 2010; Hosseini 
et al., 2013) 

In the past decades, the rapid development of numerical simulation methodology 
and the solidification simulation of castings have been introduced as an effective 
tool for modeling the casting process and improving the quality of castings. The use 
of simulation software saves time and reduces the costs of the casting-system design 
and of the materials used. The field of solidification modeling covers micro- and 
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macrosegregation, microstructure and defect formation, and thermomechanical  
aspects. Simulations are becoming increasingly more sophisticated and accurate as a 
result of refined physical models, improved thermodynamic, thermophysical and 
mechanical data, development of powerful numerical techniques and the availability 
of affordable and powerful computers. (Gandin ch.-A, Rappaz M, 1994 ; Rappaz M, 
Gandin ch.-A, 1993).  

It is commonly accepted that the shrinkage and the gas inclusions are the two 
major causes of porosity. The shrinkage porosity is associated with the "hot spots" 
in the casting. The gas porosity is caused by entrapped air or gas in the liquid met-
al and the cavity, the gas generated from burned lubricants, the water in the cavity 
and hydrogen. The porosity of castings can be examined with destructive testing, 
with visual observation after machining and non-destructing testing, like X-ray 
microscopy and image-processing technology, which can provide more detailed 
information about the pores. It is also observed that the chemical composition of 
the alloy, the grain refinement and the modification affect the porosity of the cast 
components. (Dobrzanski et al., 2007; Gunasegaram et al., 2009; Jose Manuel 
ROZOT, 2005) 

The paper focuses on tatur test as a porosity quantifier. It describes the compar-
ison of an AlSi9 casting specimen in a steel die and the simulation of the test by 
ProCAST APM model (Pequet et al. 2002).  The Tatur test, which is optimal for 
assuming complex macro and microporosity, will allow qualitative and quantita-
tive porosity description. 

2 Materials and Methods 

2.1 Tatur Test  

The Tatur test is a technique used to assess macro and micro porosity in Al-Si 
alloys. The test uses a permanent mold of standard geometry shown in Fig. 1.  
 

 

 

Fig. 1 Dimensions of Tatur test (mm) 
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Fig. 2 a) microporosity, b) pipe volume, c) slumping and contraction volume, d) actual 
casting volume 

Slumping and contraction, macroshrinkage (pipe) and microshrinkage can be  
assessed by density measurement (Fig. 2). (Brůna et al.2012) 

2.2 Experimental Procedure 

In this study we used a silicon aluminum alloy whose chemical composition cor-
responding to average values of three measurements in the sample is obtained by 
spectrometry, is shown in Table 1: 

Table 1 Chemical composition of the casting alloy (wt.%) 

Alloy Si  Mg  Fe Cu  Zn  Mn Ti  Pb  Al  

AS9 8.687 0.021 0.413 0.058 0.294 0.190 0.01 <0.001 Bal. 

For these experiments, the alloy was melted in silicon carbide crucibles using a 
resistive furnace. The alloy was melted until the metal reached 700°C prior pour-
ing the molten metal in Tatur mold. To be in similar configurations in each expe-
riment, we measure the initial temperature of the mold. This latter will be  
preheated to 150 °C prior to casting. 

2.3 Numerical Simulation 

One of the most often-applied numerical methods for modeling of casting filling 
and solidification processes and predicting defaults in casting is the Finite ele-
ments method (FEM). Computer simulation software, such as ProCAST, is widely 
used to these purposes. 

In this study, the comparative calculations were carried out by simulating the 
casting of aluminum alloy Аl-9Si in an H13 steel die (Tatur mold) using ProCAST 
software in order to assess the quality of casting and location of shrinkable de-
fects. The pouring temperature was 700 ° C, and the initial mold temperature was 
150 ° C.  
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The simulation was performed for the shrinkage mold. A mesh composed of te-
trahedral elements (17 664 nodes, 81 735 elements, the average characteristic  
size 2.2 mm) was used. Aluminum alloy AlSi9 thermomechanical properties were 
assigned to the specimen, Technology included casting in metal mold of alumi-
num alloy АS9 with chemical compound, %: Si - 9; Mn - 0.4; Mg - 0.15; Ti - 0.2; 
Ni - 0.1; Cu -0.25; Zn - 0.2.  Liquidus temperature is 598 °С, solidus temperature 
is 546 °С.  

3 Results and Discussion 

The evolution of the liquid fraction in the specimen allows obtaining information 
on changes in the solidification with time.  

 

Fig. 3 Evolution of solid fraction of casting in function of time – PROCAST 

The Tatur test utilizes a steel permanent mold of fixed geometry containing two 
parts kept in contact during the filling. Fig. 3 shows the evolution of solid fraction 
during solidification. Considering the geometry of the mold, the solidification 
occurs first at the extremities of the cast and propagated to the center of the spe-
cimen (hot spot) which will be subjected to tension. (Fig. 3), wherein the solid 
phase is represented in gray and the liquid phase in red, illustrates this principle. 
The solidification time is nearly 161 seconds. 

These heat maps (Fig. 4) show the evolution of the temperature during solidifi-
cation. It is observed that the last point to solidify in the center of the specimen 
which will ineluctably contain the shrinkage defect. 

Moreover, It is observed that the shrinkage porosity (i.e. liquid regions com-
pletely surrounded by the solid) appeared in the area around the center and areas 
without porosity are most likely near the metal mold (Fig. 5).  
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Fig. 4 Evolution of Temperature in function of time  

 

Fig. 5 Probability of formation of shrinkable defects (porosity) in casting alloy - ProCAST 

 

Fig. 6 Shapes and positions of internal and external shrinkage cavities 

In castings poured in Tatur mold we notice, as shown in Fig. 6,   that various 
forms of internal and external porosities. The areas in contact with the metallic 
mold do not show any porosity. The shrinkage porosity is concentrated around the 
center line of the specimen. However, on the contrary of simulation, it is observed 
the absence of slump on the top of the specimen. 

Noticeably, the final quality of the castings and the solidification shrinkage oc-
curring in a closed pocket of liquid were predicted by ProCAST. However, the 
external macroporosity i.e. the solidification shrinkage occurring at the free sur-
face are not taken into account by the used software. 
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4 Conclusion 

In the present work, a comparison between porosity prediction in Tatur test was 
performed using ProCAST, a FEM-based software, and experiments. The simula-
tion gives valuable information for the final quality of the castings. Moreover, we 
can assume that simulation is overall in good agreement with experiments in pre-
dicting and localizing the major defects of shrinkage. Nevertheless, solidification 
simulation results have shown the possibility of shrinkage defect appearance in  
the top part of casting (slumb) that is not completely in good agreement with the 
experimental results. 

The assumption as the possible reason of inadequate modeling of solidification 
of casting can be inexact thermodynamic, thermophysical and mechanical data as 
a function of temperature. Obviously, comparisons between these input data and 
experimental ones would be beneficial. Another step would be to carry out simula-
tions similar to those described in the present study, using other commercial soft-
ware packages.  

A practical conclusion resulting from the present study is that simulated solidi-
fication results, in the form of the shrinkage defects distribution, should be utilized 
with great care. The issues related to solidification modeling and shrinkage porosi-
ty formation in solidifying castings certainly require further studies. 
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Abstract. In this paper, a new 2D quadrilateral finite element model, based on the 
layerwise approach, is developed for bending and free vibration analysis of multi-
layer sandwich plates. Unlike any other layerwise theory, the number of degrees 
of freedom in this present model is independent of the number of layers. Both, 
high order and first order shear deformation theories are used in order to model the 
core and face-sheets respectively. This combined theory satisfies the compatibility 
conditions as well as continuity of displacements, at the interface. The numerical 
results obtained by our model are compared favorably with those obtained via ana-
lytical solution and numerical results obtained by other models.  

Keywords: layerwise, finite element, sandwich plates, bending, free vibration.  

1 Introduction 

Due to their low weight, high stiffness and high strength properties, the compo-
sites sandwich structures are widely used in various industrial areas, e.g. civil con-
structions, marine industry. However, due to their rigidity and material properties 
variation between the core and the face sheets, the effect of shear deformation and 
stresses in sandwich structures can be a major reason for the material failures.  

In the literature, several 2D theories have been proposed to study the behavior 
of composite sandwich structures. Two approaches can be distinguished: The 
Equivalent Single Layer approach (ESL) and The Layerwise approach (LW). The 
ESL approach can be divided into three major theories, namely: (1) the classical 
laminated plate theory (CLPT); (2) the first order shear deformation theory 
(FSDT); and (3) the higher order shear deformation theories (HSDT).  

However, the ESL approach is unable to predict accurately the local behavior 
(e.g. interlaminar stresses) of sandwich structures. For that reason, many researchers 
developed more accurate theories such as the zig–zag theories (ZZT) (Pandit et al. 
2008; Khandelwal et al. 2013) and the global-local higher order shear deformation 
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theories (GLHSDT) (Zhen,Wanji 2010). Recently, various works have adopted the 
LW approach (Linke et al. 2007; Oskooei,Hansen 2000; Maturi et al. 2014; 
Ćetković,Vuksanović 2009) to assume separate displacement field expansions 
within each material layer, thus providing a kinematically correct representation of 
the strain field in discrete laminated layer, and allowing accurate determination of 
ply level stresses (Reddy 1993).  

In the finite elements development, many researchers have adopted the LW ap-
proach for the sake of a good description of sandwich structures. On this topic, we 
can distinguish the work of Oskooei,Hansen (2000) and Nabarrete et al. (2003), 
where a 3D layerwise finite element model is developed for the static and free vi-
bration analysis of sandwich plates, respectively. They used the FSDT to model 
the face sheets, whereas the HSDT was adopted for the core. In addition, an 18- 
nodes 3D brick mixed finite element with 6 DOF per node, has been developed by 
Ramtekkar et al. (Ramtekkar et al. 2003) for an accurate evaluation of transverse 
stresses in laminated sandwich. Linke et al. (2007) developed a 3D layerwise  
finite element model containing 11 DOF at each node for static and stability anal-
ysis of sandwich plates. Later, Ćetković,Vuksanović (2009) used a LW displace-
ment model of Reddy to study bending, free vibration and buckling of laminated 
composite and sandwich plates.  

Unlike layerwise models, mentioned above, that the number of variables dra-
matically increases with the number of layers, which requires high computational 
effort, in this work a new 2D layerwise finite element model has been developed 
for the bending and free vibration analysis of laminated composite and sandwich 
plates, where the number of variables in this present model is independent of the 
number of layers. The results obtained from this investigation will be useful for a 
more understanding of the bending and free vibration behavior of sandwich  
laminates plates. 

2 Mathematical Model 

Sandwich plate is a structure composed of three principal layers as shown in Fig.1, 
two face sheets (top-bottom) of thicknesses ( )th , ( )bh  respectively, and a central 

layer named core of thickness ( )ch  which is thicker than the previous ones. Total 

thickness ( )h  of the plate is the sum of these thicknesses. The plane ( , )x y  

coordinate system coincides with mi-plane plate. 
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Fig. 1 Geometry and notations of a sandwich plate 

2.1 Kinematic Assumptions for the Core 

In the proposed model, the core is modeled using the HSDT. The through-
thickness variation of in-plane displacements (u and v) and transverse displace-
ment (w) may be expressed, respectively as follows: 

2 3
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2 3
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c x x x

c c c
c y y y
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u u z z z

v v z z z

w w

ψ η ζ
ψ η ζ
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= + + +

=

                    (1) 

Where 0u , 0v   and 0w  are respectively, in-plane and transverse displacement 

components at the mid-plane of the sandwich plate. c
xψ , c

yψ  represent normal ro-

tations about the x and y axis respectively. The parameters c
xη , c

yη , c
xζ  and c

yζ  

are higher order terms. 
The strain-displacement relationships can be written in the following form: 
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2.2 Kinematic Assumptions for the Face Sheets 

The face sheets are modeled using the FSDT. The compatibility conditions as well 
as the displacement continuity at the interface (top face-sheet-core- bottom face-
sheet), leads to the following improved displacement fields: 

Top face sheet: 
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0

0
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2 4 8 2
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t x x x x
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(4) 

Bottom face sheet: 
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(5) 

The strain-displacement relationships of the top face-sheet are given by: 
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(6) 

The same steps are followed to elaborate the strain-displacement relationships 
of the bottom face sheet. 
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2.3 Constitutive Relationships 

In this work, the two face sheets (top and bottom) are considered as laminated 
composite, where the core is considered as an orthotropic composite material. So, 
the stress-strain relationship in the global coordinate system is given by: 

( ) ( ) ( )k k kQσ ε⎡ ⎤ ⎡ ⎤ ⎡ ⎤=⎣ ⎦ ⎣ ⎦ ⎣ ⎦                                     
(7) 

The efforts resultants of the core are obtained by integration of the stresses 
through the thickness direction of laminated plate: 

[ ] [ ] [ ] [ ]
[ ] [ ] [ ] [ ]
[ ] [ ] [ ] [ ]
[ ] [ ] [ ] [ ]

( )

( )

( )

( )

( )

( )

( )

0

0

1

1

2

2

3

     ,  

s s s

s

s s s

s

s s s
s

N A B D E
A B DV

M B D E F
S B D E

D E F GN
R D E F

E F G HM

ε
γ

χ
χ

χ
χ

χ

= =

⎧ ⎫ ⎧ ⎫⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎧ ⎫⎧ ⎫ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎢ ⎥⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎨ ⎬ ⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎢ ⎥⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎢ ⎥⎢ ⎥ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎩ ⎭ ⎩ ⎭⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦⎪ ⎪ ⎪ ⎪⎣ ⎦ ⎩ ⎭⎩ ⎭    

(8) 

3 Finite Element Formulation 

The developed finite element, named QSFT52, is a C0-continuous four-node qua-
drilateral isoparametric sandwich plate element with thirteen DOF per node. Each 
face-sheet has only two rotational DOF per node and the core has 9 DOF per 
node: six rotational degrees and three translation components which are common 
for the all sandwich layers (Fig.2). 

 

Fig. 2 Geometry and corresponding degrees of freedom of the QSFT52 element 
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The displacements vectors δ  at any point of coordinates ( , )x y  of the plate 

are given by: 

( ) ( )  
1

, ,
n

i i
i

x yx y Nδ δ
=

=∑
                                  

(9) 

where Ni are the interpolation functions associated with the node i. 
The nodal displacement vector of the present element is defined by:  

{ }                                
Tc c c c c c t t b b

i i i i xi yi xi yi xi yi xi yi xi yiu v wδ ψ ψ η η ζ ζ ψ ψ ψ ψ=
 

3.1 Equilibrium Equations 

The governing differential equations of motion can be derived using Hamilton’s 
principle 

( )
2

1

0
t

t

U T W dtδ δ δ δδΠ = − + =∫
                          

(10) 

where t is the time, U is the total strain energy of the system, T  is the total ki-
netic energy of the system and W  is the work done by the external forces  

Using the standard finite element procedure, the governing differential equa-
tions of motion, for free vibration, can be rewritten as 

[ ]{ } [ ]{ } 0M Kδ δ+ =                                 (11) 

where the total element stiffness matrix: 

[ ] ) ( )
1 1

1 1
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T T Tt t t c c c b b b

e
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(12) 

and the element mass matrix: 

[ ] [ ] [ ] [ ] [ ] [ ] [ ]) ( )(1 1
( ) ( ) ( )

1 1

det
T T Tt c b

e

M N m N N m N N m N J d dξ η
− −
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(13) 

Now, after evaluating the stiffness and mass matrices for all elements, the  
governing equations for free vibration analysis can be stated in the form of  
generalized eigenvalue problem.   

[ ]{ } [ ]{ }2 0T TK Mχ ω χ− =
                          

(14)  
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4 Numerical Results and Discussions 

4.1 Symmetric Square Sandwich Plate Subjected to a Sinusoidal 
Load 

For static analysis, a simply supported square sandwich plate subjected to sinu-
soidal load is considered. The material properties of the sandwich plate are pre-
sented in table 1. The thickness of each face sheet is 0.1h and the thickness of the 
core is 0.8h, where h is the total thickness of the plate. The non-dimensional re-
sults of transverse displacement and transverse shear stress, for different mesh siz-
es and thickness ratios, are displayed on Table 2. It is found that the present results 
especially for the transverse shear stresses, are in excellent agreement with those 
obtained by the elasticity solution given by Pagano (1970) and other finite ele-
ments models based on higher order zig-zag theory (HOZT) (Khandelwal et al., 
2013 and Pandit et al., 2008), which shows the performances, the accuracy and the 
convergence of the proposed finite element model. 

Table 1 Material properties for sandwich plate 

 
Elastic properties 

Location 11E  22E  12G  13G  23G  12ν  

Sandwich plates 
Core 0.04E 0.04E 0.016E 0.06E 0.06E 0.25 

Face 25E E 0.500E 0.5E 0.20E 0.25 

Table 2 Normalized maximum deflection and transverse shear stresses at the important 
points of a simple supported square sandwich plate under sinusoidal loading 

h

a
 Reference 0, ,0

2
xz

bτ ⎛ ⎞
⎜ ⎟
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 , 0,0
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yz
aτ ⎛ ⎞

⎜ ⎟
⎝ ⎠

 , ,0
2 2

w
a b⎛ ⎞
⎜ ⎟
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0.05 

Present (10×10) 
Present (12×12) 
Present (16×16) 
(Pagano 1970) 
(Pandit et al. 2008) 
(Khandelwal et al. 2013) 

QSFT52 
QSFT52 
QSFT52 
Elasticity 
HOZT 
HOZT 

0.3025 
0.3069 
0.3115 
0.3174 
0.3342 
0.3374 

0.0407 
0.0393 
0.0379 
0.0361 
0.0392 
0.0415 

1.1953 
1.2058 
1.2164 
1.2264 
1.2254 
1.2128 

0.1 

Present (10×10) 
Present (12×12) 
Present (16×16) 
Pagano (1970) 
Pandit et al. (2008) 
Khandelwal et al. (2013) 

QSFT52 
QSFT52 
QSFT52 
Elasticity 
HOZT 
HOZT 

0.2880 
0.2916 
0.2952 
0.3000 
0.3158 
0.3185 

0.0534 
0.0532 
0.0530 
0.0530 
0.0570 
0.0598 

2.2036 
2.2075 
2.2115 
2.2004 
2.2002 
2.1786 

0.2 

Present (10×10) 
Present (12×12) 
Present (16×16) 
Pagano (1970) 
Khandelwal et al. (2013) 

QSFT52 
QSFT52 
QSFT52 
Elasticity 
HOZT 

0.2476 
0.2505 
0.2535 
0.2569 
0.2530 

0.0903 
0.0908 
0.0913 
0.0918 
0.1025 

5.5599 
5.5571 
5.5554 
5.4746 
5.4464 
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4.2 Free Vibration Analysis of Un-Symmetric Laminated 
Sandwich Plate 

To assess the performance of our model to the thin as well as thick plate, a simply 
supported square sandwich plate with un-symmetric laminated face sheets 

( )0 / 90 / C / 0 / 90  is considered. The mechanical properties of the sandwich 

plate are presented in table 3. The thickness ratio ( )a h  is considered to vary 

from 2 to 100, where the ratio of thickness of core to thickness of face sheet 
( )c fh h  is considered as 10. The comparison of the non-dimensional results of 

natural frequencies 2
22c fb h Eω ω ρ= , considering mesh size (12 × 12), are 

shown  in figure 3, with those obtained by the 3D-elasticity solution (Rao et al. 
2004), the FEM-Q8 solution based on GLHSDT (Zhen et al. 2010) and the analyt-
ical results (Kant,Swaminathan 2001).  

Table 3 Material properties for laminated sandwich plate 

Material 
Elastic properties 

11E  22E  12G  13G  23G  12ν  ρ  (Kg/m3) 

Face 131 10.34 6.9 6.9 6.9 0.22 1627 

Core 0.0069 0.0069 0.0034 0.0034 0.0034 10-5 97 

 

 

Fig. 3 Simply supported square sandwich plate with un-symmetric laminated face sheets for 
different thickness ratios (a/h). Comparison of natural frequencies 
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Fig. 4 Simply supported square sandwich plate with un-symmetric laminated face sheets for 
different ratios ( )c fh h . Comparison of natural frequencies 

Moreover, it was seen, from the figure 4 that the values of non-dimensional 

natural frequencies ( )ω  increase when increasing c fh h  ratio. This is due to the 

effect of the thickness of the core which has an important role in the sandwich 
plates. The results of our developed element are very good agreement, which con-
firm the good performance of the proposed formulation. It can be noticed that the 
present finite element model is applicable in both thick and thin sandwich plates. 

5 Conclusion 

In this work, a new isoparametric finite element model, based on the layerwise 
approach, has been developed for the bending and free vibration analysis of multi-
layer sandwich plates. The proposed model is based on a proper combination of 
higher-order and first-order, shear deformation theories. The results obtained by 
our model were compared with those obtained by the analytical results and other 
finite element models found in literature, which show that the element has excel-
lent accuracy and a broad range of applicability. The use of the proposed finite 
element and the combination of the first order shear deformation theory and the 
higher-order plate theory, used respectively to modulate the face sheets and the 
core of sandwich, showed a good accuracy and convergence speed for both thin 
and thick plates. 
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Abstract. In this work, we present numerical simulations of the quasi static crack 
propagation based on the variational approach. An alternate minimizations algo-
rithm is used. Based on these numerical results, we show the importance of trying 
to optimize the time of numerical computation and we present the first attempt to 
develop a simple numerical method to optimize this time.  

Keywords: Fracture mechanics, Optimization, variational approach.  

1 Introduction 

The main goal of fracture mechanics is to determine the crack propagation in a 
continuous medium as a function of the applied load. The developments related to 
the theory of brittle fracture are mainly based on the ideas of (Griffith 1921). In 
numerical level, the fracture mechanics has been revisited by proposing different 
models of quasi static growth of brittle fracture in linearly elastic bodies inspired 
from the classical Griffith's criterion. The variational theory (Francfort 1998)  
was developed by (Bourdin et al. 2000) aiming to model brittle fracture. The new 
functional, parameterized by ε, is defined by: 

( ) ( ){ } dΩα η
4η
α

Gu  ηε α1 
2

μα)E(u,
Ω

2
2

c
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⎞
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⎫
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⎧

∇++∇+−=
      

(1) 

Where u is the displacement field, α is the damage variable and ε and η are nu-
merical parameters.  

In order to simulate the crack propagation based on the variational theory, 
(Bourdin et al. 2008) employ a numerical method based on alternate minimization 
algorithm.  

In this formulation, the regularized energy is made of two parts to a displace-
ment modeled by u and a crack state of a material modeled by α. The first part is 
equal to the elastic energy, computed at the places where the material is not 
cracked, while the second one is proportional to the crack area.  

Based on the research works (Hentati et al. 2012), the choice of the mesh size h 
is a compromise between the value of parameter η and the maximum capacity of 
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the processor to perform the calculation. We should ensure the following condi-
tion: that we must reduce the mesh size h as possible without increasing the  
computing time. Hence we need to find a solution to optimize ours algorithms. 
Different numerical simulations show that the ( )α α∇∇

 

term requires a considera-

ble time to build the matrix containing all its terms. So, we will show in the first 
step the importance of considering the ( )α α∇∇

 

term in the regularized energy 

E(u,α) and in the second step, we will propose an optimized algorithm to reduce 
the time required to build the matrix containing all terms of E(U,α), especially, the 
( )α α∇∇

 

term. This method is based on the work of (Cuvelier 2012) in which, he 

developed different algorithms of a quasi static fracture problem. 

2 Importance of ( )α α∇∇  Term 

In this section, we prove the emphasis of considering  ( )α α∇∇  term in the energy 

regularized function. We simulate the crack propagation based on the variational 
theory using an alternate minimizations algorithm. Two examples of anti-plane 
problem for which exact solution can be computed is presented below.  
In the first example (Fig. 1), we consider a square structure. 
 

 

Fig. 1 Square structure and Square matrix containing a circular hole 

We keep all numerical parameters only the mesh size h and we study the influ-
ence of the ( )α α∇∇  term on the localization of crack. These structures are fixed 

at left edge and submitted at the right edge to a load-dependant boundary condi-
tion δ. The lower and upper edges are stress free. 

We represent in the following figures (Fig.2a and Fig.2b) the effect of the exis-
tence of ( )α α∇∇  term in the expression of the regularized energy E(u,α) on the 

location of crack in the square matrix when we modify the mesh size h.  
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Fig. 2a Evolution of crack in square structure - regularized energy with ( )α α∇∇  term 

 

Fig. 2b Evolution of crack in square structure - regularized energy without ( )α α∇∇  term 

In the second example, we represent also in figures (Fig.3a and Fig.3b) the in-
fluence of the existence of ( )α α∇∇  term on the location of crack in the square 

matrix containing a circular hole when we modify the mesh size h.  
We show the mainly second result which is the localization of crack. So, it is 

the same when the ( )α α∇∇  term is added in the expression of the regularized 

energy E(U,α) and the location of the crack is very sensitive to mesh size when the 
( )α α∇∇  term is removed from the expression of the regularized energy. 

 

Fig. 3a A square matrix containing a circular hole - regularized energy with ( )α α∇∇  
term 
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Fig. 3b A square matrix containing a circular hole - regularized energy without ( )α α∇∇  
term 

3 Optimization of Numerical Computations 

A function space with a given number of the base functions is used. Each function 
is defined as linear combination of the base functions φi. In general, the base func-
tions fulfill some properties such as continuity, smoothness, etc., which is also 
preserved by the linear combination. When these functions are stored, a function 
space comprising a finite number of basis vectors is introduced. Each function of 
this function space can be described as weighted sum of base functions. Each of 
these base functions is non-zero on the given set (local support) whereas it is zero 
otherwise [8;16]. In the following figure, we represent the base functions φ12 and 
φ20. We note jq  is the node index j, we have ( ) ijδq j

i =ϕ . For our example, φ12 = 

1 in different nodes belonging to the elements 3, 8, 17, 19, 23 and 25 and φ12 = 0 
otherwise. φ20 = 1 in different nodes belonging to the elements 1 and 6 and φ20 = 0 
otherwise. It should be noted that the method which has been shown for triangles 
archetypes.  

Based on this theory, we represent an example of optimized algorithm. In fact, 
to optimize the time of numerical computation, we present an example of assem-
bling the stiffness matrix. The algorithm below will assemble the components of 
the matrix of the discretized domain.  

Algorithm: Assembly of the stiffness matrix not optimized: 

1. For i = 1 to Ns 
2. For j = 1 to Ns 
3. For k = 1 to Nt 
4. Rij           Rij + Rij(Tk) 
5. End for 

Ns and Nt represent respectively the number of nodes and element of discretiza-
tion. R = Ri j is the square stiffness matrix Ns x Ns. We represent in the following 
algorithm, the optimized method for assembling the stiffness matrix.  
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Fig. 4 Base function φ12 in the right and φ20 in the left [8] 

Algorithm: Assembly of the stiffness matrix - optimized method version 1: 

1. For k = 1 to Nt 
2. For i = 1 to Ns 
3. For j = 1 to Ns 
4. Rij         Rij + Rij(Tk) 
5. End for 

So with an optimized algorithm presented above, we only calculate the non-
zero terms of the elementary stiffness matrix based on the following equation 

{ }1kk,j ; i   if   0)(TR kij +∈≠  

Then we assemble the stiffness matrix. This method is used for assembling dif-
ferent matrices. Using the two algorithms, we find the same numerical results but 
in a short time with the second algorithm. It is less than half the time simulation of 
the original algorithm. Other attempts to further reduce the simulation time. 
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4 Conclusion 

The variational approach was applied to simulate the quasi static crack propaga-
tion. We used an alternate minimization algorithm to predict its evolution. In order 
to obtain validated numerical results, we should reduce the mesh size h as possible 
without increasing the computing time. We present the first attempt to develop a 
simple numerical method to optimize different algorithms. In this context, we 
proved the importance of considering ( )α α∇∇ term in the energy regularized 

function E(U,α). 
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Abstract. For fracture mechanics, the crack propagation law is often modelled by 
the linear model usually known as Paris law. This law depends on two constants 
characteristic of the material. The existence of a correlation between the Paris-
Erdogan model parameters was the focal point of several research studies since 
1971. These studies suggest that there is a relationship between these two parame-
ters. The aim of this work is to present a statistical study based on the confidence 
level approach by referring to the different test that were conducted on steel and 
aluminum alloys from the literature. This study has shown that the relationship be-
tween C and m is significant for a confidence level of 95%. In this context and ac-
cording to many experimental studies, this correlation gives the so called, a pivot 
point (the intersection point of cracking curves). A probabilistic approach is used 
to prove the existence of this point and to predict the range scattering of the so 
called, pivot point, for steels and aluminum alloys. Finally, a study based on de-
sign of experiments approach was adopted to analyze the effects and the sensitiv-
ity of the Paris law parameters on the stress intensity factor amplitude of the pivot 
point. 

Keywords: Paris-Erdogan law, probabilistic approach, Confidence level, Design 
of experiments, Taguchi method, Pivot point. 

1 Introduction 

The fracture mechanics was introduced by the British aeronautical engineer Grif-
fith in 1920 in order to predict the failures which have occurred during the service 
life. It describes the crack growth evolution with a focus on the parameters affect-
ing this cracking. Paris has been proposed an empirical relationship to predict 
crack evolution for structure subjected to mode I. He considered that the crack 
propagation is governed only by the stress intensity factor amplitude. This paper 
will attempt to show that the Paris model can be reformulated to a law that depend 
on only one parameter instead of two. The new expression of this model led to the 
existence of a pivot point. Moreover, an approach based on design of experiments 
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techniques will be applied to determine the effect and the sensitivity of external 
parameters on the pivot point. 

2 The Relationship between Paris Law Parameters 

The Paris-Erdogan law is the most popular model used to evaluate the process of 
the fatigue-crack propagation in a structure subjected to in-plane mode I loading 
until structural failure. This expression is given by the following equation: ∆                                                              1  

Where: 
∆K is the range of the stress intensity factor, N and a are respectively, the num-

ber of load cycles and the crack length. C and m are material constants. 
Or even log ∆                                        1  

The existence of a correlation between the parameters C and m was the focal 
point of many research works [1, 2, 3, 4, 5, 6, 7, 8, 9]. All these studies agree that 
there is a relationship between these two parameters that can be defined as  
follows:                                                                  2  

Having A and B as two constants determined from experimental data, this  
correlation can be rewritten in an equivalent form as follows:                                                         2  

With 10           10                                     2  

3 Significance of the Pivot Point 

In fact, by replacing the expression (2b) which translates the linear relationship 
between logC and m in equation (1b), it gives the following expression: 

log log ∆                                          3  

Having the variation interval of m for a given material and taking for example 
three values of m (m1, m2 and m3) corresponding to different external conditions, 
the plot of the log-log curves leads to the existence of an intersection point. This 
point is called the pivot point (figure 1). 
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Fig. 1 Definition of pivot point 

It is worth mentioning here that whenever the equation (3) is verified, the exis-
tence of the point pivot is obvious. 

4 Probabilistic Analysis 

4.1 Scattering Range of Cracking Parameters 

According to the different correlations proposed by several researchers between 
logC and m for different types of steel, including, engineering steels, alloy steels, 
brittle steel, ductile steel, ... and the different types of aluminum alloys, a linear re-
gression model is determined linking between logC and m in order to determine the 
confidence intervals for a given confidence level and to decide if the linear model is 
accepted or not for a threshold of significance. After the determination of the confi-
dence intervals of the parameters a and b shown in equation 3, a simulation of the 
different correlations between the parameters C and m in the case of steel and alu-
minum alloys is carried. As a result, it seems that there is no overlap between the 
variation range of steels and aluminum alloys (figure 2), therefore, for a confidence 
level of 95%, there is a relationship between logC and m for each material family 
(case of steels and aluminum alloys). Within a confidence level of 95%, the exis-
tence of a significant relationship between C and m can be confirmed. 

For a confidence level of 95%, the following values of a and b are used to gen-
erate the variation range between the Paris law parameters (C and m) shown in 
figure.2. 

For Steel     4.04 3.62 1.46 1.34 

And  
For Aluminum alloys    3.73 3.14 1.24 1.06 
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Fig. 2 Range of variation between logC and m 

The approximate confidence intervals of the parameters a and b as noted  
before, was estimated according to the central limit theorem (CLT): Pr , ,√ , , ,√ 1 %                 4  

Where 

(1-α)   is the confidence level. 
A, B   are the regression parameters. 
n       is the number of experimental points for the couple (a, b). 

    is a constant determined from the statistical table of the normal distribution. ,     is the standard deviation respectively of A and B. 

4.2 Numerical Simulation of the Pivot Point Scattering 

In order to predict the variation range of the coordinates of pivot points, a simula-
tion of the bi-logarithmic curves of crack propagation for the family of steels and 
aluminum alloys was generated. The simulation of these curves requires knowing 
the laws of distributions and statistical characteristics of three cracking parameters 
a, b and m. The draw curve of cracking is done according to the assumption of the 
normal distribution where the means and the standard deviation were determined 
from experimental point. The numerical simulation which has been developed, in 
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It is found that in the presence of noise, the interaction between the different 
factors increases and becomes stronger and more significant and it appears clearly 
between b and m. In fact in normal conditions, there is a little interaction between 
these two parameters but via the presence of external disturbances, the sensitivity 
between b and m increases. 

6 Conclusion 

The existence of a correlation between C and m from the Paris-Erdogan law leads 
to the presence of a pivot point which give further informaton on the outbreak 
streaking mechanism. From the previous analysis results and discussion presented 
in this work, the following conclusions can be drawn. 

 
 According to the different correlations proposed by several researchers 

between C and m, a numerical simulation based on the concept of 
confidence intervals, has shown that the relationship between C and m is 
significant for a confidence level of 95%. 

 A probabilistic approach is proposed to determine the range of variation of 
the coordinates of the pivot point .This technique has confirmed that each 
material has its own pivot points. In coordinate point of view, this result is 
very important, only one parameters is needed for cracking analysis. It  
reduces clearly the experimental tests costs.  

 A methodology based on the design of experiments has shown that the 
factor b has a significant and linear effect on the stress intensity factor am-
plitude of pivot point. However ,for the parameters a and m , they do not 
have a significant effect. The sensitivity analysis of these parameters in the 
presence of external disturbances provides that the factors b and m have an  
appreciable effect in terms of the signal to noise ratio, however, the factor a 
has no detectable effect, it shows no sensitivity in the presence of external 
perturbations. 
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Abstract. The bulge test is frequently used experiment to characterize the material 
stress-strain response at the highest possible strain levels. It consists of a metal 
sheet placed in a die with a circular opening. It is clamped in place and inflated 
with hydraulic pressure. This paper presents the development of a measuring  
system to be incorporated in a hydraulic bulge test machine, which allows stress-
strain determination up to higher levels of plastic deformation. A continuous in-
creasing of pressure produces a biaxial tension applied to a sheet metal specimen 
up to breaking point. By measuring the vertical displacement using a transducer 
and the strain variation with an extensometer, one can estimate the strain and 
stress being applied to the specimen. Preliminary results indicate the efficiency of 
the procedure to obtain real time data for stress-strain sheet metal characterization. 

Keywords: bulge test, sheet metal, aluminum. 

1 Introduction 

Determining the mechanical behavior is one of the settings issues in analyzing ma-
terials. Many techniques are used to obtain the behavior curve of the materials 
such as tensile test, compression, torsion, hardness, plane strain compression and 
hydraulic bulge test. The determined strain stress curves using different tests do 
not replicate each other due to effects of stress state, yield criterion assumption, 
anisotropy, experimental inaccuracies, temperature and general weakness of the 
modeling. Hence, none of the test methods can be considered as the best or optim-
al [1], each one has its own specific field of application due to certain straining 
paths. Among those test system, the most widely used one is uni-axial tensile test. 
Limitations of uni-axial tensile test have been described by several researchers 
[2,3]. On the other hand, bi-axial stress state tests such as hydraulic bulge test pro-
vides flow curves for the materials with extended range of plastic strain levels up 
to 70% before bursting occurs [4,5]. Another benefit of using bi-axial state of 
stress test is that it is more appropriate for sheet metal forming operations in which 
the deformation mode is bi-axial rather than uni-axial.In this paper, a bulge testing 
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apparatus is presented it was designed, manufactured, calibrated to measure the 
stress-strain response of an aluminum sheet metal and establish its onset of failure. 
The custom design incorporates a draw-bead for clamping the plate. A controlled 
servo hydraulic pressurization system consisting of a pressure booster is used to 
pressurize the specimens. Deformations of the bulge are monitored with a dis-
placement transducer and a pressure sensor. Relevant parameters, including the 
local strains and radius of curvature, will be extracted from the LabVIEW soft-
ware to calculate the equivalent stress-true plastic strain response to be compared 
to tensile test responses. 

2 Theory for Stress and Strain Measurement 

The bulge test is a well described experimental set-up for biaxial loading, where 
pressure is used to deform a specimen. The set-up consists only of a pressure 
chamber and clamping mechanism. The bulge test is mostly used for testing thin 
films, as bending stresses can be neglected for that case. The pressure can be build 
up by a gas or a fluid. [6,7]. 

 

Fig. 1 Scheme of hydraulic bulge test 

A simple bulge test set-up is shown in figure 1, with the most important proper-
ties visualized being t0 and td, the initial and final thickness of the sheet, d: sheet 
diameter of the sheet, dc:  diameter of the die cavity, hd the height of the dome 
and RC the radius of the die edge. Rd: radius of the bulge in a circular set-up. Rd is 
divided in two values R1 and R2 for an elliptic bulge, with the two radii relating to 
the bulge radius in the principle directions. For large apertures, the membrane 
theory can be used to compute stresses, strains and pressures, as will be discussed 
in the next section. 
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Where σ1   and σ2 are the principle stresses on the sheet surface, R1 and R2 the 
radii, perpendicular to each other, p the pressure applied to the sheet and t the 
thickness of the sheet. In the pure biaxial case where the bulge is a perfect bowl, 
R1 = R2 = Rd and σ = σ1 = σ2, so the equations can be simplified to 
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With td the thickness at the top of the dome. The effective stress can be written as 
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In the above relations the dome radius Rd is defined as 
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The radius of the die edge is very small compared to the radius of the dome 
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and the thickness at the top of the dome can be expressed by 

2

0

1

1 (2 / )²
t t

h a

⎛ ⎞
= ⎜ ⎟+⎝ ⎠

                  (6) 

For the current sheet thickness t evaluation, measurement is done in terms of the 

initial sheet thickness t0 and the current thickness strain εt, such as: 

0 exp( )tt t ε= −     (7) 

The thickness strain εt is calculated taking into account the assumption of mate-
rial incompressibility. If the volume remains constant during plastic deformation, 
the relation 

1 2( )tε ε ε= − +                          (8) 
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is verified, where ε 1 and ε 2 are the principle plastic strain components on sheet 
surface. As for stresses and curvature radius, the hypothesis of equal values for 
both surface strains near the pole is assumed and strain in thickness direction is 
given by: 

1 2( ) 2tε ε ε ε= − + = −       (9) 

where ε is the membrane strain.  

2 ²

3 ²

h

a
ε =          (10) 

3 Design and Realization of the Bulge Test Apparatus 

Following the theoretical analysis of the bulge test, a bulge test apparatus for thin 
films is designed and manufactured. 

The plate is clamped using a draw-bead machined into the base plate. In par-
ticular, the detailed design of the draw-bead and the corresponding recess groove 
in the clamping ring were determined from these solutions. Figure 2.a shows the 
initial configuration before clamping; figure 2.b shows the final configuration  
after applying a force on the clamping ring. 

 

  

Fig. 2 Schematic of bulge tester including base plate, clamping ring, and closing plate 

4 Experimental Methodology 

A user interface has to be programmed for the bulge test apparatus that is com-
patible with the different sensors, which ensures the data acquisition, data process-
ing and control. 

4.1 Data Acquisition and Processing 

For the data acquisition the visual programming language NI LabVIEW is  
used. The program reads in the voltage values that are transmitted from the three 
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pressure sensors. using conversion factors allows obtaining  the different pres-
sures. The deflection of the sample is measured using an optical surface profiler. 

The starting times of the processes are known, which means that the times of 
both the pressure and deflection measurements are known. This is used to find the 
correct pressure data with the deflection data. The pressure-time, deflection profile 
of the centre of the membrane and the global stress-strain curves are plotted dur-
ing the measurement and all data that is needed for the post-processing is saved to 
two data files. This data can be used to obtain stress-strain curves with the use of 
the different bulge equations or other conversion methods. 

 

Fig. 3 Schematic of experimental setup consisting of the bulge tester, the pressurization 
system, and the data acquisition system 

4.2 Experimental Results 

One of the advantages of bulge testing is that it prolongs the onset of instability 
and failure, thereby allowing a more complete material model to be obtained when 
compared to a simple tensile test. This section presents the result of experimental 
bulging test performed on Al-1050 plates. A simple formulation is then used to 
obtain the material stress-strain response up to failure. 

As mentioned above, specimen preparation is crucial for proper test results. It 
was also one of the most important reasons to choose the bulge test as a testing 
method. The working area of the apparatus is 160 mm in diameter (area of the 
specimen where pressure is applied). Specimen are made with a diameter of 200 
mm, therefore the borders of the specimen do not influence the test, see Figure 4. 

The aluminium alloy A1050 that was used in this study in 0.5 mm thick. The 
aluminium sheet was cut into bulge specimens and tested using the equipment de-
scribed previously. Figure 5, shows the variation of pressure as a function of the 
dome height, it is noted that the pressure increases in proportion to the displace-
ment. The maximum pressure to wait for the bursting of the specimen is the 19 bar 
approximately. Figure 6 shows the variation of stress versus strain, these results 
are obtained from the equations defined above.  according to stress strain 
curve,we conclude that the behavior of A1050 material has two domains, an 
elastic field for small deformation and plastic large deformation field. 
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Fig. 4 Bulge tester for aluminum sheet metal 

 
 
 

 

Fig. 5 Pressure displacement curve 
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Fig. 6 Biaxial stress strain curve for A1050 

5 Conclusion 

In this paper, a bulge test apparatus for testing the aluminium sheet metal was de-
veloped. The apparatus uses a compressed oil to test a metallic material. The appa-
ratus is instrumented by a displacement sensor for measuring the height of the 
dome and a pressure sensor. The signal are amplified and transmitted to the com-
puter via a data acquisition card, processing the signals is provided by the Lab-
view software. The results obtained with swelling tests allowed us to these results 
determined the material behaviour laws are reliable and compliant with bibliogra-
phy. Further improvement of the methodology and testing will follow. 
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Abstract. Finishing process like polishing is usually used to obtain high quality 
mechanical surface characteristics such as texture and roughness. These operations 
are mainly handmade and need highly trained operators thus limiting their repeat-
ability and profitability. To optimize the industrialization of the polishing process, 
it is therefore necessary to modelize the process to built efficient parameter data-
base. The aim of this study is to characterise the polishing of 316L stainless steel 
with structured abrasive belts. The geometric data of the belts are given, and we 
then propose a model to determine material removal. An experimental test bench 
is set up to test this model and characterise the polishing process in terms of 
forces. It produces samples for different polishing conditions. The different po-
lished surfaces are then analyzed thanks to the roughness and the wettability. Us-
ing experimental designs, we are able to validate the proposed model and identify 
the parameters that influence a polishing operation. 

Keywords: polishing, structured abrasive, roughness, material removal rate, wet-
tability.  

1 Introduction 

Polishing is the last stage in the manufacturing of industrial parts to give surfaces 
well-defined characteristics. These may be related to roughness for aesthetic or 
functional reasons, to surface stresses to ensure better fatigue behaviour or to cor-
rosion and wettability when a protective coating is to be applied. 

This process differs from other material removal processes as the thrust force 
exerted by the abrasive grains on the polished surface has to be controlled. Other 
factors can intervene, such as the morphology of the surface to be polished and the 
aggressiveness of the abrasive grains, which can change in the course of the pol-
ishing cycle. These operations must therefore be carried out by experienced opera-
tors in order to meet the most stringent level of requirements for the polished 
parts.  

To derive the maximum from abrasive tools in terms of quality, productivity 
and repeatability, it is necessary first to identify and control the parameters that 
govern the polishing process and the operating range of each one.  
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From this, the material removal rate can be expressed: · · 1 · · ·  (5)   

Pressure (p) derives from the thrust force (Fz) applied to a pad with a constant 
cross-section pressing the abrasive grains downwards onto the material to be pol-
ished. Here too the ratio of the area of the pad to the area of the pyramid apices in 
contact with the part to be polished must be taken into account.   ·   (6)   

When the thrust force is constant, the pressure exerted at the apex of the pyra-
mids decreases as the contact surface of the abrasives increases due to the effect of 
wear. The material removal rate can then be expressed as   ·   ·   (7) 

and the indentation speed of the abrasive belt in the material can also be written:    ·   · ed  (8) 

In the context of our study, designing a polishing process consists mainly of  
defining: the thrust force to be exerted by a polisher with a pad that has a constant 
cross-section and a feed speed for the belt. When these are determined, material 
removal is constant in theory, whatever the degree of wear on the structured  
abrasive belts. 

Based on Preston’s model, for pyramid-shaped structured abrasive belts we put 
in place models defining the forward speed of the polisher across the material and 
the material removal rate. We show that the material removal rate does not vary 
throughout the life cycle of the belts we studied, when the parameters of the proc-
ess remain fixed. We shall see later to what extent this model is verified. 

5 Experimental System 

An experimental approach is used to characterise the polishing process of the 
pyramid abrasive belts. The aim is to characterise: the material removal rate, the 
tangential cutting coefficient, the ratio of the polishing force borne by the polished 
surface (Fx) to the thrust force (Fz) applied perpendicular to the polished surface 
(see Fig. 4.a), the roughness and the wettability of the polished surface. We  
devised a test bench to measure the thrust force (Fz), the tangential stress (Fx), the 
feed speed of the abrasive grains (V) in the course of a polishing operation and the 
position of the polisher which remained normal to the material. 
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(a): Polishing force  sample (b): Layout of the polishing bench 

Fig. 4 Principal features of the polishing bench 

Figure 4b shows the layout of the polishing bench. It consists of a pneumatic 
abrasive belt polisher (reference DINABRADE 14200 – speed without load = 30 
m/s – belt width = 25.4 mm – belt length = 457 mm). To ensure that the polisher 
covers the sample correctly (maximum dimensions: 40 x 70 x 2 mm), it is guided 
in translation by sleeve bearings mounted on two rigid columns. The thrust force 
is obtained by a cable attached to a weight suspended in mid-air. The forces  
applied to the sample by the polisher are measured with a six-component dyna-
mometric sensor. The feed rate of the belt is controlled by a flow regulator with a 
cone-point set screw. It is measured using an inductive sensor combined with a 
metal pad placed on the roller ahead of the polisher. Lastly, the position of the  
polisher in relation to the sample is measured with an LVDT sensor.  

6 Characterisation of the Performance of the Abrasive Belts  

6.1 Design of Experiments 

An factorial design of experiments (DOE) is proposed to determine material re-
moval (dz/dt), the tangential cutting coefficient (f) and roughness (Ra) for polish-
ing operations with grade A100, A30 and A6 belts. The input parameters and their 
boundaries are given in Table 3. These boundaries of DOE are defined from  
preliminary tests and test bench limits. 

Table 3 Input parameters of the experimental design 

Parameters Symbol Unit Min. boundary Max. boundary 

Abrasion pressure p N/cm2 10 20 

Speed  V m/s 10 25 

Wear rate k  0.2 0.7 

Fz Fx 

Vbelt/sample 
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6.2 Polisher Indentation Speed 

These tests will help to identify influent parameters on material consumption 
(dz/dt) and will be compared to the modified Preston's model results. Fig. 5a 
shows the average indentation speed (dz/dt) for the three types of belt considered. 
The productivity of a polishing operation is closely linked with the size of the 
grains, with a ratio of 1 to 10 for the two extreme grades studied (A100 and A6). 

 

 
(a): Average values (b): Coefficients of input parameters – A100 belt 

Fig. 5 Results for indentation speed (dz/dt) 

Figure 5b shows the coefficients for the input variables for the A100 belt. It can 
be seen that the weight of the p, k and V coefficients is significant, as are all the 
interactions. The different tests carried out on the A30 and A6 belts show identical 
changes to those shown in Fig. 5b.  

The tests established for this experimental design enable us to determine the 
Preston constant (Cp) using a least squares regression. We are therefore able  
to calculate the theoretical values for indentation (dz/dt) for each test in the  
experimental design.  

 

Fig. 6 Deviations between experimental readings and Preston’s law –A100 belts 
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In Fig. 6 we show the comparison between these calculations and the values 
from the tests. An Ln-Ln scale is used for a better distribution of the points on the 
graph, revealing a good correlation between the model and the experimental val-
ues. Behaviour is similar for the A30 and A6 belts. 

6.3 Tangential Cutting Coefficient 

From the experimental design dealing with the tangential cutting coefficient the 
average of this parameter can be established for each type of belt (see Fig. 7a). It 
is greater the larger the size of the grains. 

The coefficients of input parameter effect and interaction are less than 1/10 of 
the average standardised value. The pressure, speed and abrasive wear parameters 
therefore have only a very weak influence on the tangential cutting coefficient.  

 

 

Fig. 7 Average values from experimental design 

6.4 Roughness of the Polished Surface 

Standard NF EN ISO 4287 (ISO 4287) suggests different parameters to character-
ise the roughness of a metal surface. For our work, we decided to use the arithme-
tic average deviation criterion of the profile (Ra). Readings were taken using a 3D 
ALTISURF 500 roughness meter equipped with a confocal white light sensor. 

Figure 7b shows the average values of (Ra) for the three types of belt studied. 
In this instance too, average values are lower the smaller the grain size. For the 
interaction coefficients specific to each input parameter, values have little influ-
ence on output, with most being less than 10% and with a maximum at 20%. And 
here too the parameters of the process, with the exception of grain size, have no 
influence on the arithmetic average deviation of the profile of the polished surface. 

6.5 Wettability 

Wettability is the ability of a liquid to spread over a surface. It is defined by  
the angle (θ) between the tangent at the base of a drop of distilled water and the  
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surface on which the drop is placed. Based on Young’s equation, the link can be 
established between surface tensions σsolid , σliquid , interfacial tension γliquid/solid and 
contact angle θ using the following equation: σ γ / σ cos θ   (9) 

  
(a): Angle determining wettability (b): Angle (θ) for 316L stainless steel 

Fig. 8 Characterisation of wettability 

This ability runs counter to the process whereby paint or adhesive sticks to a 
backing. The greater the angle (θ) the more difficult it will be to make a coating 
adhere to the surface. The results obtained here show the influence of particle size 
on the wettability of the surface obtained for 316L stainless steel.  

7 Conclusion 

The aim of this study was to characterise the polishing process for 316L stainless 
steel using structured abrasive belts. After describing their main geometric charac-
teristics, we proposed a model based on Preston’s law to determine material re-
moval. We set up an experimental test bench in order to produce an experimental 
design and were thus able to validate the model suggested for different grain sizes. 
We were also able to specify the tangential cutting coefficient, roughness and 
wettability of the polished surface for three types of belt and show that only grain 
size has a bearing on these production goals. 

Acknowledgements. This work was carried out within the Manufactur-
ing 21 working group, which comprises 18 French research laboratories. 
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machining and emergence of new manufacturing methods. 
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Abstract. TiN thin film was deposited on 100C6 steel (AISI 52100) substrate with 
the PVD technique using magnetron sputtering. Morphological examination 
showed the presence of domes and craters which are uniformly distributed over 
the entire surface. Mechanical properties, plastic and elastic deformation resis-
tance of TiN coating were studied using conventional indentation method. Cyclic 
nanoindentation technique, with variation of loading rate, was used to analyze the 
failure modes and depth profile of mechanical proprieties of TiN thin film. Cyclic 
nanoindentation technique was performed with a Berkovich indenter at maximum 
loads of 100 mN, then unloaded to 100% of the maximum load and repeatedly re-
loaded. The indentation cycles were 200 cycles. When the loading rate was in-
creased from 200mN/mn to 400mN/mn, the mechanical proprieties were de-
creased. For the highest loading rate (400 mN/mn), hardness and Young’s mod-
ulus falling have reached to 50, 50 % and 71,28%  respectively.   

Keywords: cyclic nanoindentation, thin film, depth profile, mechanical properties. 

1 Introduction 

TiN-based hard PVD coatings remain always coatings reference. They have been 
successfully applied to a wide range of tools, dies and mechanical parts to enhance 
the lifetime and performance due to their high hardness, wear resistance and 
chemical stability (S. PalDey and S.C. Deevi 2003) (F. Vaz 1999) (S. Sveen 2013) 
(Tobias Sprute 2014) because it has a potential applications in many fields such as 
high speed machining and hot forming [Yucel Birol and Duygu I˙sler 2011]. 
Therefore, the resistance of the coatings to repetitive impact is also of great impor-
tance especially when speaking of thin films with nanometer scale layers. Nanoin-
dentation test shows the famous solution which allows the determination of me-
chanical properties of thin films (G.G. Fuentes et al 2010 (Li Chen et al 2008)  
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(S.V. Hainsworth and W.C. Soh 2003). However, conventional nanoindentation 
test cannot be used to study the fatigue resistance of hard coatings. A new varia-
tion of the conventional test is cyclic nanoindentation, where the sample is imme-
diately reloaded to higher loads/depths than the previous loading cycle.  Few  
efforts have been conducted on this type of test to study phase transformation in 
materials (K.-D. Bouzakis et al 2004) investigation of the effect of the applied 
load, loading/unloading rate and dwell time on the mechanical parameters of the 
plasma polymer film (T. Saraswati et al 2000) and penetration profile of the 
Young's modulus and hardness of monolayer coating as we studied in our pre-
vious study (R. Trivedi and V. Cech 2010). 

In the current study, cyclic nanoindentation test has been applied by repeatedly 
indenting the same location with a Berckovich nano-indenter in an attempt to 
quantify the mechanical behavior of thin films under cyclic loading and to obtain 
information about their fatigue resistance .A comparative study of conventional 
nanoindentation and cyclic nanoindentation, which was carried out under the same 
measurement conditions, was discussed. 

2 Experimental Procedures 

2.1 Substrate Material and Coating Deposition 

100C6 steel (AISI 52100) is used as substrate. The sample was ground with a se-
ries of emery papers of 600 grit and 800 grit to be  polished to mirror-like with 1 
μm-diamond powder corresponding to a surface roughness (Ra) of approximately 
0,1 μm. And finally, it was ultrasonically cleaned with acetone and ethanol in an 
ultrasonic bath for 10 min before being dried and placed into the PVD deposition 
chamber. TiN coating was deposited in a commercial PVD magnetron sputter unit 
from the company Balzers in France. For the preparation of TiN coating, target 
was pure Ti (99.9% in molar fraction) from which titanium plasma was generated. 
A N2 gas was introduced in the chamber to reach a work pressure of 4 Pa, the gas 
flow rate is 150 cm3/min and the arc current is 18 A; substrate temperature – 280 
°C. The total thickness of the film was 3 μm. To improve adhesion, a metallic Ti 
layer of thickness 200 nm was deposited.  

2.2 Microstructural and Mechanical Characterizations 

The morphological characterization of the coatings like the topography, the grain 
size, and the average roughness of the surface were obtained using an atomic force 
microscopy (AFM) with a cantilever tip in contact mode. Nanoindentation mea-
surements of the TiN thin film were carried out at room temperature using a CSM 
instruments Switzerland attached to an optic microscope and an atomic force mi-
croscope. The displacement and load resolutions of the instrument were 0.0004 
nm and 1mN, respectively.  A triangular pyramid (Berkovich) diamond indenter 
with a radius of curvature of 50 was used. 
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Conventional nanoindentation test was performed using a diamond Berkovich 
tip with a loading/unloading rate of 400mN/mn and with 10s dwell time at maxi-
mum load to determine the mechanical properties such as hardness and modulus. 
The maximum load was 50 mN, at this load; the indentation depth was much less 
than 1/10th of the film thickness, thus minimizing the effect of substrate on the 
hardness measurements (K. KHLIFI and A. Ben CHEIKH LARBI 2014). Cyclic 
indentation were conducted at different loading rates ranging from 200 mN/mn to 
400mN/mn. A Berkovich indenter was used at maximum load of 100 mN and a 
dwell time of 10s at maximum and minimum loads. Then unloaded to 100% of the 
maximum load and repeatedly re-loaded to 200 cycles. 

3 Results and Discussion 

3.1 Morphology  

AFM observation allows the examination of the surface topography as well as the 
determination of surface roughness of the nanolayer coating.  The three-
dimensional surface morphologie of TiN coatings are shown in Figure 1.  It exhi-
bited domes and craters which are uniformly distributed over the entire surface. 
TiN coating has an average roughness surface value of 27 nm. 

 

Fig. 1 Three-dimensional AFM images TiN/TiAlN nanolayer films along with their two-
dimensional images 

3.2 Conventional Nanoindentation 

As we mentioned before, we have conducted nanoindentation measurements on 
TiN coating deposited in order to evaluate nano-mechanical film properties such 
as hardness and reduced elastic modulus values. The hardness to elastic modulus 
ratios (H/E and H3/E2) which have been proposed and consistently used to  
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evaluate the resistance to elastic and plastic deformation of thin film (Zenghu H et 
al 2004) (Ipaz L et al 2012). The load/unload vs. displacement curve (Figure 2) 
has a shape giving evidence of an elasto-plastic behavior of TiAlN/TiN coating. 
The Oliver–Pharr method (W. C. Oliver and G. M. Pharr 1992) was used to calcu-
late mechanical properties, such as the modulus and hardness, using the upper por-
tion of the unloading curve. 

 

Fig. 2 A load–displacement curve of TiN thin film 

Five indentations test were made and the result of hardness, elastic modulus, 
H/E and H3/E2 ratio values of the studied coating are given in table 1.  

Table 1 Mechanical properties from the conventional nanoscale characterization of TiN 
and 100C6 steel 

Mechanical proprieties H(GPa) E (GPa) H/E H3/E2 
TiN 23 350 0,065 0,10 
100C6 steel 9 200 0,045 0,018 

 
The values of hardness and elastic modulus are significant when. This has in-

fluenced the mechanical behavior and increased resistance to plastic and elastic 
deformation of the film comparing to the substrate behavior.  

3.3 Cyclic Nanoindentation 

Furthermore, we have conducted cyclic nanoindentation tests in order to study the 
deformation behavior when reloading-unloading many times the TiN thin film. 
Indentation test with Berkovich indenter was used at maximum loads from 100 
mN then unloaded to 100% of the maximum load and repeatedly re-loaded to 200 
cycles as shown in figure 3.  
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Fig. 3 Relationships between the applied load and impression depth of the investigated 
coating at 200 cycles 

All unloading–reloading curves were found to superpose showing an elasto-
plastic behavior when reloading again the TiN coating. A similar trend for load–
displacement curves was also observed at the maximum loading rate of 
400mN/mn. The influence of the number of applied cycles on the maximum im-
pression depth under loading rate of 200 mN/mn and 400mN/mn is illustrated in 
Figure 4.  

 

Fig. 4 Variation of maximum indentation depth with indentation cycles 
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A similar behavior has been found during indentation cyclic fatigue with a var-
iation of loading rate. The increase of cycle number increases the maximum in-
dentation depth. Nevertheless, it can be clearly seen that the maximum indentation 
depth increases very slowly with an increase of cycle number at low loading rate 
(200 mN/mn). When the loading rate was 400mN/mn, abrupt step increases in the 
maximum indentation depth appeared as illustrated by curve shown in Figure 4. 

During the 200 cycles, the impression depth of the TiN coating increases 
slightly with the increase of number of cycles. For the higher loading rate of 400 
mN/mn, the coating system was deformed more extensively and was exhibited an 
impression depth ≈ 954 nm. We noted that the maximum depth corresponding to 
the highest loading rate exceeded the 10% of the film thickness. Moreover, the in-
fluence of the number of cycles used in cyclic experiments on the mechanical 
properties such as hardness and Young’s modulus measurements were plotted  
versus the loading rates, and are shown in Figures 5 and 6. 

 

Fig. 5 Variation of hardness with the indentation cycles 

 

Fig. 6 Variation of Young’s modulus with the indentation cycles 
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Figure 5 and 6 show the relationship between the mechanicals proprieties 
(hardness and Young’s modulus) and the indentation cycles of TiN thin film for a 
different loading rate.   

The results show two major ideas: the mechanicals proprieties decrease when 
the indentation cycles increase and it decrease also when the loading rate increase. 

Therefore, the hardness and Young’s modulus decrease when the indentation 
cycles increased regardless the loading rate value. The degradation of mechanical 
properties with the number of cycles is explained by the loss of rigidity of the film 
material during cyclic loading. 

This result is proved when compared the results obtained by conventional na-
noindentation and those achieved by cyclic nanoindentation. The values of me-
chanical properties (hardness and modulus) obtained by the conventional nanoin-
dentation are higher than those obtained by cyclic nanoindentation. In the case of 
cyclic loading, degradation of mechanical properties of the coatings is more im-
portant. This is related to the increase of maximum depth as a function of the 
number of cycles (Figure 4) because the loading time is more important.  

But it is clear that the fall in the hardness and Young’s modulus values as a 
function of indentation cycles is not the same when moving from the lowest load-
ing rate (200 mN/mn) to the highest loading rate (400 mN/mn). with increasing 
the indentation cycles from the first cycle to the 200 cycles and for a loading rate 
of 400 mN/mn, the hardness  and the Young’s modulus decreases  respectively 
by 50,50% from 25 to 7,18 GPa and by 71,28% from 282 to   139 GPa, as the in-
dentation cycles was increased from one cycle to 200 cycles. The degradation of 
mechanical properties is more significant in the case of high loading rate. Indeed, 
a high loading rate is linked to a low indentation time and a large accumulation of 
plastic deformation followed by chipping and damage of film/substrate interface.  
In this case, there will be a very rapid onset of substrate effect on the film beha-
vior because the maximum depth corresponding to the highest loading rate  
was more than 954 nm. It exceeded the 10% of the film thickness showing the 
substrate effect.  

4 Conclusion 

TiN thin film was deposited on 100C6 steel (AISI 52100) substrate with the PVD 
technique using magnetron sputtering. The mechanical behavior of TiN coating 
was studied using both the conventional indentation method and cyclic indentation 
method, accelerating depth-profile analysis. The conventional method was used to 
in order to determine the mechanical proprieties (hardness and Young’s modulus). 
Cyclic nanoindentation tests were performed over a wide range of indentation 
cycles from one cycle to 200 cycles at various loading rates in the range of 200 
and 400mN/mn to characterize the effect of cyclic solicitation modes on mechani-
cal behavior of TiN coating.  Nanoindentation fatigue experiments can provide 
very useful informations on plastic deformation and mechanical proprieties in thin 
film coatings. 
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The results obtained from the two methods conventional and cyclic were fol-
lowed the same trend. However, the prolonged time used for cyclic indentation  
resulted in a diminished value of the Young’s modulus and hardness. 

The variation of the hardness and the modulus as a function of cycle number 
for different loading rate was studied. After 200 cycles, the measured hardness is 
found to decrease rapidly for the highest loading rate of 400mN/mn comparing to 
200mN/mn. The same behavior was be found for Young’s modulus. The mechan-
isms related to the evolution of indentation fatigue depth at constant indentation 
load were then at the origin of the loss of mechanical properties of a coating. 

Acknowledgements. This work is partially supported by Balzer France. The authors also 
gratefully acknowledge the helpful comments and suggestions of the reviewers, which have 
improved the presentation. 
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Abstract. Nanoindentation tests were conducted on chromium nitride thin films 
deposited on two different substrates: silicon and Zr-based metallic glass. The 
coatings have a thickness of 300 nm and are deposited by RF sputtering using a 
chromium target. The plastic deformation of the CrN coatings were investigated 
by cyclic indentation tests at various loading rates. The plastic behaviour was 
studied in the case of the two used substrates. It is shown that the films deposited 
on silicon substrate show higher values of hardness and reduced elastic modulus 
as well as an increase of the plastic and wear resistance with the indentation depth. 
Furthermore, we found that these CrN films deposited on silicon substrate exhibit 
higher irreversible plastic deformation compared to the films prepared on bulk 
metallic glass substrate under cyclic indentation tests conducted at low loading 
rate of 100µN/s.  

Keywords: Cyclic nanoindentation tests, Thin films.  

1 Introduction 

Chromium nitride films deposited by physical vapour deposition technique are 
widely applied to protect the surface of the material because of their attractive 
properties. They show excellent properties in hardness, adhesion strength, ductil-
ity, wear and corrosion resistance. Due to these properties, they were used as hard 
protective films for forming and casting applications (Mitterer et al. 2000)  
(Gekonde et al. 2002) (Lin et al. 2008). Nanoindentation technique was used to 
evaluate the mechanical properties of thin coatings. Cyclic nanoindentation tests 
could be used to extract sensitive material information that could not reflected in 
the conventional indentation test. Several studies have shown that cyclic indenta-
tion tests could be used to study plastic deformation material and phase transfor-
mations under stress (Mann et al. 2002) (Dub et al. 2001). It was found that a  
hysteresis loop, ie when the reloading path may not overlap with the unloading 
path of the previous loading cycle, could occur for Ca-doped Au rods under cyclic 
indentation tests (Saraswati et al. 2006). This material behaviour was related to the 
Baushinger effect when a limited reversible plastic deformation on unloading 
occurs and a difference in unloading and reloading paths was observed. In this 
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paper, we conducted several cyclic nanoindentation in order to study the deforma-
tion mechanisms occurring in the CrN coatings deposited on silicon and Zr-based 
metallic glass (Zr50Cu40Al10) substrates. We focused on the influence of the sub-
strate on the mechanical properties such as hardness, reduced elastic modulus and 
plastic behaviour of these CrN thin films.  

2 Experimental 

The CrN coatings were deposited by RF sputtering technique on silicon and Zr- 
based metallic glass (Zr50Cu40Al10) substrates using a chromium metallic target. 
The target-substrate distance was fixed at 7 cm. The CrN films were deposited at 
room temperature under nitrogen reactive gas and a pressure of 0.67 Pa. The sam-
ples were previously cleaned with acetone and alcohol ultrasonic baths before the 
deposition process. The investigated CrN films have a thickness of 300 nm. 

Indentation tests were conducted on CrN coatings, silicon and Zr50Cu40Al10 
samples using a triboscope system (Hysitron Inc.) coupled with an atomic force 
microscope (S. Labdi et al. 2006). The displacement and the force resolutions of 
the system were 0.04 nm and 1 nN, respectively. Before indentation tests, a cali-
bration of the system was done on a fused silica sample in order to correct ma-
chine compliance and establish the area function. A Berkovich indenter tip with an 
included angle of 142.3° and a final radius of 100 nm was used and five tests were 
repeated at each indentation test. The loads applied for the tests were ranged from 
750 µN to 6000 µN. The tests were performed at various loading rates (100µN/s , 
500 µN/s , 2500 µN/s). 

The hardness H and the reduced elastic modulus E were determined from the 
experimental load-displacement curve using the Oliver and Pharr model (Oliver 
and Pharr 1992) (Chicot and Tricoteaux 2010). The indentation impression was 
observed with an atomic force microscope using the same indenter tip.  

3 Results and Discussions 

The Nanoindentation tests were conducted on four samples: silicon (Si), Zr-based 
metallic glass (BMG), chromium nitride films deposited on silicon (CrN/Si) and 
on Zr-based metallic glass (CrN/BMG). First, we have applied single loading-
unloading indentation conventional tests. The residual impression of the indenta-
tion tests was captured using the same indenter. Figure 1 shows the AFM images 
obtained for the CrN samples when indenting at a normal load of 3750 µN at a 
loading rate of 100µN/s. As seen in Fig.1, the residual topography of the indenta-
tion impression was found to have almost the same size and the plastic deforma-
tion behaviour was not described by the pile-up phenomenon.  
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Fig. 1 AFM images of two indentations conducted on (a) CrN/Si and (b) CrN/BMG  
samples at a load of 3750 µN 

The hardness H, elastic reduced modulus E and H/E ratio values of silicon and 
metallic glass substrates are given in table 1. The evolution of the average of the 
indentation hardness and elastic modulus as a function of the indentation depth are 
shown in Fig. 2. As shown in Fig.2, the highest values of hardness and elastic 
modulus were obtained for the CrN films deposited on silicon substrate. The evo-
lution of H/E ratio values of the CrN samples as a function of the indentation 
depth is plotted in Fig. 2. As reported in (Jellad et al. 2008) (Rebholz et al. 1999) 
(Musil et al. 2002), the H/E ratio parameter could be used to evaluate the resis-
tance of the film to plastic deformation and wear. As shown in Fig.2c, H/E ratio 
was found to increase with the indentation depth in the case of the CrN/Si films. 
This means that these films show the best resistance to plastic deformation. In 
addition, we have conducted cyclic nanoindentation tests in order to have more 
information about the plastic deformation behaviour of the CrN films. We have  
applied three indentation cycles (loading-unloading). The tests were done at three 
values of loading rate (100 µN/s , 500 µN/s , 2500 µN/s). 

Table 1 Hardness, elastic reduced modulus and H/E ratio values of the silicon and Zr-based 
metallic glass substrates 

Substrates H(GPa) E(GPa) H/E 
Silicon 10.78±1.36150.2±7.00.072 

Zr50Cu40Al10 7.59±0.27 113.6±5.90.066 

Fig. 3 shows the experimental load-displacement curves obtained for the CrN 
samples deposited on silicon and metallic glass at loadings rates of 100 µN/s , 500 
µN/s and 2500 µN/s. We can notice that for CrN films deposited on both silicon 
and bulk metallic glass substrates, the unloading-reloading paths overlap and form 
a hysteresis loop, as shown in Fig.3a. This behaviour signifies that the material 
was harder on reloading compared to the previous unloading path. This phenome-
non was observed only at a loading rate of 100 µN/s when conducting three cyclic 
indentation test and disparate at higher values of loading rate (500 µN/s and 2500 
µN/s) where the unloading-reloading paths do not overlap, as shown in Fig. 3b 
and Fig. 3c. 

(a) (b) 
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Fig. 2 (a) Hardness (b) elastic reduced modulus and (c) H/E ratio values obtained for the 
CrN films deposited on silicon (Si) and Zr-based metallic glass (BMG) 
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(a) 

 

(b) 

Fig. 3 Experimental load-displacement curves under cyclic indentation tests (three loading-
reloading cycles) conducted on CrN/Si and CrN/BMG samples at various values of loading 
rate (a) 100 µN/s (b) 500 µN/s and (c) 2500 µN/s 
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(c) 

Fig. 3 (continued) 

Some studies in the literature have noted this hysteresis behaviour in inter-
rupted tensile tests of high-Si steels and Al alloys, as reported in (Brownrigg and 
Sitharan 1987) (Sitharan and Chandel 1997). This mechanism of the formation of 
hysteresis loops was explained, in the case of tensile or compressive tests, and 
related to micro-back stress resulting from inhomogeneous plastic deformation 
(Sritharan and Chandel 1997). As reported in (Sritharan and Chandel. 1997), the 
loop width may be a good indicator of the average residual micro back stress in 
the material. To quantify this material behaviour, other authors used the parameter 
“Full Width at Half Maximum” (FWHM), defined as the loop width at the average 
load between maximum and minimum load points in an unloading-reloading cycle 
(Saraswati 2006). This parameter measures the disparity between the reloading 
and unloading paths. An average FWHM value of 3 nm was computed for CrN 
films deposited on BMG substrate where a greater value of approximately 8nm 
was found for CrN deposited on silicon substrate. This means that the hardening 
behaviour was more important in the case of the CrN films deposited on silicon 
substrate (the reloading path has a higher gradient than the unloading path). So, it 
is clear that the CrN films deposited on silicon substrate shows the best resistance 
to penetration and ductility.  
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4 Conclusion 

Cyclic indentation tests were carried out at various loading rate values on CrN 
samples deposited on Si and Zr50Cu40Al10 in order to study the effect of the sub-
strate on deformation mechanisms of these coatings. An enhanced increase of both 
hardness and reduced elastic modulus values have been obtained for the CrN coat-
ings compared to the substrates values. The ratio H/E value was found to increase 
with the indentation depth for the CrN films deposited on silicon substrate, show-
ing a better plastic resistance compared to the films deposited on BMG substrate. 
In addition, cyclic indentation tests show that an hysteresis behaviour was oc-
curred for CrN films deposited on Si and BMG and this at the lower value of the 
loading rate of 100µN/s. This disparity between unloading and reloading paths 
was found to be dependent on the loading rate value. Both plastic energy and the 
FWHM observed from the unloading-reloading paths show a highest irreversible 
plastic deformation and a best wear resistance for CrN films deposited on silicon 
substrate. 
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Abstract. The aim of the present paper is to study aluminum alloy behavior against 
single and multi-indenter scratch tests. An experimental device was designed. 
Scratch test, using a steel conical indenter, was carried out at a constant sliding ve-
locity of 210 mm/min. First of all, the influence of tribological parameters on appar-
ent friction coefficient was investigated. Four attack angles of 10, 30, 45 and 60° are 
selected. The normal load was varied from 10 to 25N by increment of 5N. Moreo-
ver, the study of the wear mechanisms by microscopic observation has been con-
ducted. It has shown that tribological parameters have an essential influence on the 
apparent friction coefficient and wear mechanism. Then correlation between tribo-
logical parameters and wear mechanisms has been highlighted. This correlation 
allowed elaborating a map wear for both single and multi-indenter scratch tests. 
Finally, comparison between single and multi-indenter scratch test has been per-
formed in order to understand the effect of interaction between scratches. 

Keywords: scratch test, tribological parameters, wear mechanisms, wear map. 

1 Introduction 

Thanks to its low density, the use of aluminum is introduced in several applica-
tions such as shipbuilding, trailers, tanks, etc... The operating conditions of these 
structures often require a good wear resistance. The abrasive wear is one of the 
predominant forms of wear in the industrial world. It occurs when there is friction 
between two surfaces in sliding movement and causes damage to the surface.  
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Experimental investigation is an interesting ways to analyze the wear mechan-
ism. There are numerous methods for testing the abrasive wear (Khrushchev 
1974). The scratch test is one of the most useful techniques to investigate the 
scratch behavior of materials. This test enables analysis of the elementary wear 
mechanisms. It allows to study the effect of each parameter separately. 

Many previous experimental investigations have been performed on metallic 
and non-metallic material (Kayaba et al. 1986), (Hokkirigawa and K. Kato 1988) 
and (B. J. Briscoe 1996). Hokkirigawa and K. Kato (Hokkirigawa and K. Kato 
1988) realized a pin on disc test on brass S45C and SUS304. They followed the 
evolution of friction coefficient and wear mode as a function of degree of penetra-
tion. Experimental investigation has shown the presence of three wear mechan-
isms for the brass S45C and SUS304): cutting, wedge formation and ploughing. 
The correlation between degree of penetration and wear mechanisms has been 
established by developing a wear mode diagram for lubricated and unlubricated 
sliding test. This diagram has revealed that the degree of penetration has an impor-
tant effect on the transition of wear mechanism.  

In order to study the effect of scratch parameter on material behavior, numerous 
researches have been carried out (Mezlini et al. 2005) (Woldman et al. 2013) (Ka-
to 1990). They showed that the wear mechanism depends not only on the degree 
of penetration, but also on normal load, sliding velocity and abrasive particle 
geometry. Mezlini et al. (Mezlini et al. 2005) performed a scratch test on alumi-
num alloy using a conical indenter for different attack angles and normal loads. 
They showed that the wear mechanisms depend heavily on indenter shape. In fact, 
the increase of attack angle induces the transition of wear mechanism from 
ploughing to cutting. However, wear mechanism is independent of the normal 
load and neither is the friction coefficient. 

The effect of indenter shape was also studied by Woldman et al (Woldman et 
al. 2013) using a pin on flat surface. For this experimental study a conical indenter 
with a hemispherical tip was used. The indenter has an attack angle of 60° and the 
tip radius was varied from 50 to 200 µm. Experimental results showed that wear 
rate increases with the decrease of the tip radius.  

Extensive research has been undertaken to study the repeated sliding test. Kato 
(Kato 1990) and Kitswnai et al. (Kitswnai et al. 1990) extended the work of Kayaba 
et al. (Kayaba et al. 1986) by studying the effect of the number of friction cycles on 
the transition between wear modes during repeated sliding. They show that increas-
ing the degree of penetration during repeated sliding test causes the transition of 
abrasive wear mode from ploughing to cutting. In contrast, the transition of wear 
mechanisms from cutting to ploughing occurs when the number of sliding increases. 

Over the last decade, few researches have been interested on studying the inte-
raction between scratches. Particularly, Mezlini et al. (Mezlini et al. 2004) studied 
the interacting between scratches by performing interacting scratches experiments 
for two aluminum alloys. For the 7xxx aluminum alloy, interaction between 
grooves induces the transition of wear mechanism from ploughing and wedge 
formation to cutting. However, for the 5xxx aluminum alloy the interaction  
between grooves has not a significant effect on the wear mechanisms.  
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Later, D.Silva et al. (D.Silva et al. 2011) investigated the scratch behavior of 
cooper by realizing a parallel scratches test. They studied the effect of the degree 
of superimposition. This parameter defines the ratio of the distance between the 
scratches to the width of a single scratch. They found that increasing the degree of 
superimposition causes the increase of mass removal and the wear mechanisms 
change from ploughing and wedge formation to micro-cutting. 

Mapping is a suitable approach to illustrate the results obtained from the tribo-
logical characterization of materials. The scratch map presents an excellent de-
scription of the dependence of the material behavior on tribological parameter. 
Kato (Kato 1992) has established the scratch map that correlates between the wear 
mode and the degree of penetration.  

Later, a scratch map for homogeneous and heterogeneous material was con-
structed by Mezlini et al. (Mezlini et al. 2009). Based on microscopic observation, 
they deducted the correlation between tribological parameters and wear mechan-
isms. The evolution of wear mechanism versus attack angle and normal load was 
followed. They found that the wear mechanism depends only on attack angle for 
the aluminum alloy, but for the nodular cast iron it depends on indenter shape and 
normal load. 

This paper presents an experimental investigation of the scratch test. Single and 
multi-indenter scratch test have been conducted on aluminum alloy specimen. The 
effects of normal load and attack angle on friction coefficient and on wear me-
chanisms have been studied. Correlation between tribological parameters and wear 
mechanisms has been highlighted by establishing two wear maps for single and 
multi-indenters scratch test. 

2 Single Indenter Scratch Test 

2.1 Tests and Experimental Conditions 

Experimental tests were carried out on an aluminum alloy sample using the 
scratch device (Fig. 1). The description of the scratch device was already detailed 
by Mzali et al (Mzali et al. 2013). This device is composed of a planning system, a 
sliding table, a motor and a piezoelectric transducer. The planning system adjusts 
the parallelism of the sample to the scratch direction. The motor assures the slid-
ing of the table. Piezoelectric transducer controls the intensity of tangential load.  

In order to understand the effect of tribological parameter on the friction coeffi-
cient and the wear mechanism, a series of tests was performed on aluminum alloy 
specimen. The scratch length was fixed at 20 mm and it was realized at a constant 
sliding velocity of 210 mm/min. A steel conical indenters with a hemispherical tip 
were used. According to previous work (Tkaya et al 2007) attack angle present an 
important parameter. Four attack angles of 10, 30, 45 and 60° were chosen to study 
their effects on friction coefficient and on wear mechanisms. The imposed normal 
load was varied from 10N to 25N. The tests were repeated at least three times for 
each sliding condition, and all experiments were realized without lubrication.  
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The effects of tribological parameter on friction coefficient have been investi-
gated by varying the normal load and the attack angle. Fig. 8 illustrates the evolu-
tion of the apparent friction coefficient versus normal load and attack angle. It 
clearly shows the increasing trend of the apparent friction coefficient with the 
attack angle. That is due to the increase of the contact pressure with the attack 
angle. However, the normal load has not a significant effect on the friction coeffi-
cient. 

Comparing the results found in single and multi-indenture scratch test, the use 
of several indenters induces the increase of the tangential force. However, a simi-
lar value of the friction coefficient evolution has been observed.  

   

Fig. 8 Apparent friction coefficient versus a) attack angle for a normal load 15N and 30N, 
b) normal load with attack angles 10 and 45° 

Microscopic observations have been performed to analyze the abrasive wear 
mode. Fig. 9 illustrates an example of microscopic observation of multi-indenter 
scratch test performed with indenters of 45° attack angle and three dead weight of 
15N. The first indenter slides and causes the displacement of material on two sides 
of the groove without any loss of material (Fig. 9a). The second indenter passes on 
one of the two wedges generated by the first indenter (Fig. 9.b). This induces the 
loss of the wedge and the chip formation only on the left side where the interac-
tion occurs. Then, a third indenter slides next to the two previous scratches and 
induces the chip formation on worn sides of the last scratch (Fig. 9.c). At first 
material is deformed plastically and wedges were formed. Then, the material re-
moval and the chip formation were observed.  

 
Fig. 9 Microscopic observation a) two parallel scratches and b) three parallel scratches 
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For the single indenter scratch test, the variation of attack angle induces the 
transition of wear mechanisms. In fact, for a small attack angle of 10° the wear 
mechanism was the ploughing and for high attack angle of 45 or 60° the dominant 
wear mechanism was the cutting.  

For multi-indenter scratch test transition region becomes larger. Wear mechan-
ism passes from ploughing, for single indenter scratch test, to wedge formation for 
multi-indenter scratch test. Even with a small attack angle a material removal was 
observed.  
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Abstract. In this work, we investigate the effects of roughness level and asymme-
try of profile on the mechanical behavior of an engineering surface. A numerical 
model was performed to simulate bi-dimensional surfaces with different rough-
ness parameters (The arithmetic average height parameter Ra and skewness) val-
ues. This model predicts the contact load, real area and interfacial stiffness. It 
takes into account the elastic-plastic material behavior, asperities interactions and 
more realistic geometry than the analytical models. Both symmetric and asymme-
tric profiles were simulated. Symmetric (Gaussian) profiles were generated 
through experimentally measured surfaces. These profiles were artificially edited 
in order to put forward the effect of roughness parameters on the contact perfor-
mances. The Pearson system of frequency curves is used to produce asymmetric 
profiles with the same roughness level. The effect of crushing and roughness level 
as well as the skewness parameter on the contact performance in terms of real 
area, contact load and interfacial stiffness was analyzed.  

Keywords: Mechanical behavior, real contact area, Normal stiffness, Numerical 
simulation, Roughness parameters. 

1 Introduction 

The contact between two rough surfaces occurs particularly at discrete contact 
spots. Accordingly, the real contact area is a small fraction of the apparent area 
(Bowden and Tabor, 1950). The presence of roughness significantly affects the 
interfacial behavior in terms of load, real area of contact and interfacial stiffness. 
The prediction of these quantities is considered to be a necessary requirement to 
govern several tribological properties and processes such as lubrication, fretting, 
corrosion and contact vibrations (Sherif 1991). Several models have been pro-
posed in order to describe the behavior of contacting rough surfaces (Greenwood 
and Williamson 1966, Whitehouse and Archard 1970, Robbe-Valloire et al 2001, 
Poulios and Klit 2013).  

In the pioneering contact model of Greenwood and Williamson (GW) (Green-
wood and Williamson 1966) asperities were modeled as elastic, identical and  
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independent hemispheres with the same curvature radius and Gaussian asperities 
height distribution. The real area of contact and the contact load were estimated 
and expressed in terms of the distance between the smooth surface and the mean 
line of the rough surface. Later, (Whitehouse and Archard 1970) extended the GW 
model by considering the asperities curvature distribution. Recently, a statistical 
model based on the standard procedure for roughness and waviness parameters 
(ISO12085) has been performed by (Robbe-Valloire et al 2001). This model esti-
mate the load and the real area of an elastic, elasto-plastic and fully plastic contact. 
More recently, (Poulios and Klit 2013) investigate the elastic-plastic contact between 
rough surfaces. For this purpose, a finite-element model to simulate a real surface 
topography has been developed. Authors demonstrate that neglecting the plasticity 
have significant effect on the calculated real area and mean contact pressure.  

(Sherif 1991) proposed a theoretical model to predict the normal stiffness of a 
contact between two different rough surfaces. Author showed that the normal 
contact stiffness increases with decreasing the standard deviation of asperities 
height distribution. Many other authors were studied the interfacial stiffness of a 
rough contact and determinated its dependence on the pressure and roughness 
level (Shi and Polycarpou 2005), the standard deviation of asperities slopes and 
standard deviation of curvatures (Buczkowski and Kleiber 2006). 

It can be noted here that the rough interface was modeled based on several sim-
plifying assumptions related to the geometry, asperities interaction and material 
behavior. The asperities heights distribution is assumed to be Gaussian, which is 
not appropriate in many engineering applications. Most of the common machining 
processes produce surfaces with asymmetric (non-Gaussian) profiles. For exam-
ple, turning and shaping generate rough surfaces with positive skewness. Whereas 
grinding, honing and milling generate rough surfaces negative skewness and high 
kurtosis (Zhang et al. 2014). (Tayebi and Polycarpou 2004) perform an analytical 
model to investigate the effect of the asymmetry (skewness) and flatness (kurtosis) 
of the surface distribution on the static friction and friction coefficient. To do this, 
the distribution function was generated using the Pearson system of frequency 
curves to product probability density functions of different skewness and kurtosis 
values. The dimensionless area, force, mean pressure and the number of contacting 
asperities were determined for different skewness and kurtosis values. Authors show 
that these roughness parameters have a great effect on the static friction coefficient. 

The objective of the present work is to analyze the effect of the arithmetic aver-
age height parameter (Ra) and the skewness parameter (Rsk) on the mechanical 
behavior of a rough contact under normal load. For this purpose, we performed a 
2D finite element model in order to calculate the real area, load and normal stiff-
ness of a rough contact. The elastic-plastic deformation, asperities interactions and 
the friction law were considered. Simulated profiles were generated using motif 
parameters (ISO 12085) obtained from an experimental measurement of an engi-
neering surface. The Pearson system of frequency curves is also adopted for mod-
eling asymmetric profiles for a given skewness and a fixed kurtosis value of a 
Gaussian distribution. Five different values of the parameter Ra and three values of 
skewness are considered. Contact characteristics such as contact area ratio, contact 
load and normal interfacial stiffness are specially analyzed.  
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2 Geometrical Characterization of the Studied Profiles 

In this section, two sets of profiles were generated based on two different proce-
dures. To study the effect of Ra, profiles of two engineering surfaces were experi-
mentally measured. The geometrical specification of each profile was carried out 
by using the standard procedure for roughness and waviness parameters (ISO 
12085) called ‘motif’ procedure. The contact between rough deformable surfaces 
was transformed into a contact between a smooth rigid flat and a rough deforma-
ble surface called sum surface. Micro-geometry characteristics of the latter were 
computed from each surface in contact as shown in Table 1. 

Table 1 Motif parameters for the rough surfaces 

Motif parameters (µm) S1 S2 Sum surface 

R (µm) 0.96 1.26 2.23 

SR (µm) 0.21 0.39 0.45 

AR (µm) 145.1 125.3 135.2 

SAR (µm) 75.8 54.4 93.3 

W (µm) 0.61 0.65 1.26 

SW (µm) 0.13 0.19 0.23 

AW (µm) 741.2 594.1 667.6 

SAW (µm) 429.1 618.7 752.9 

The sum surface profile, called ‘profile1’, was generated based on its roughness 
and waviness parameters (Belghith et al. 2010). The roughness parameter Ra of pro-
file1 is about 1.14µm. A Matlab program was performed to generate four other pro-
files from ‘profile1’ by multiplying its Ra by 1.5, 2, 2.5 and 3. The obtained profiles 
are respectively ‘profile2’; ‘profile3’, ‘profile4’, and ‘profile5’ (see Fig. 1). These 
five profiles were inserted in the numerical model using Python scripts. Indeed, the 
surface roughness was shaped by introduced these different profiles consecutively.  
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Fig. 1 Simulated profiles with different Ra (profiles 1-5) 

In the second set, to study the effect of the profile asymmetry, a Matlab 
program was performed to generate asymmetric profiles by adopting the Pearson 
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system of frequency curves. The latter is a family of curves that can generate a 
density function of asperities heights distribution using its first four moments, i.e., 
the mean, standard deviation, skewness and kurtosis (Elderton and Johnson 1969). 
Generated profiles have the same parameters (mean, standard deviation, kurtosis 
and Ra) of profile1. However, the skewness parameter has varied values: 1, zero 
and -1 (Fig. 3). Profile with zero skewness is the profile1 generated previously. 

 

 

(a) 

 

(b) 

 

(c) 

Fig. 2 Simulated profiles with different Rsk: (a) Rsk=1, (b) Rsk=0, (c) Rsk= -1 

3 Numerical Study 

3.1 Finite Element Contact Model 

The rough contact was simulated using a commercial finite element solver 
ABAQUS/Standard. The model considered a 2D micro-geometry and was consti-
tuted of a smooth rigid and deformable rough body. To investigate the effect of Ra 
and Rsk on the contact stiffness, the surface roughness was modeled by introducing 
the profiles described previously. Schematic of the F.E.M, different parts, dimen-
sions and boundary conditions are shown in Fig. 3.  

The bottom surface of the deformable body was fixed and the two lateral surfaces 
of the same body were imposed to symmetry conditions. A normal displacement (un) 
was applied on the rigid flat to achieve the crushing of asperities. The deformable 
body was partitioned into three different density and shape mesh. Near the region of 
the surface roughness, the model sufficiently refined the element mesh which is 
triangular (CPE3), to allow the surface irregularities to be covered and accurately 
simulated. In the other two zones, quadratic elements (CPE4R), with a gradual 
coarser mesh upon distancing from the interface, were assigned. The material’s 
properties of the rough deformable body were taken (Young modulus of 76 GPa, a 
Poisson ratio of 0.3 and a constant yield stress of 39 MPa). A hardening elastic-
plastic behavior was used in the present simulations (Fig. 4). 



www.manaraa.com

Effect of Skewness and Roughness Level 381 

 

Smooth rigid
Body

Encastre

1mm

1mm

4mm

un

Sy
m

m
et

ry

Rough deformable body
Sy

m
m

et
ry

 

Fig. 3 Schematic representation of the F.E.M, boundary conditions, dimensions and mesh 
used in numerical simulation 
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3.2 Results and Discussion 

3.2.1 Effect of Ra 

To study the effect of the roughness parameter Ra on the mechanical behavior of 
the rough interface, five profiles with different values of Ra were simulated, Ra= 
{1.14, 1.71, 2.28, 2.85 and 3.42 µm}. In this section, we present results obtained 
with the numerical model in terms of relevant quantities in the contact (real area 
(Ar), load and normal stiffness) as a function of normal displacement (un) and 
normal approach (w). The latter is the difference between the displacement (un) 
imposed on the rigid flat and the displacement of the mean line of the rough surface.  
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Fig. 5 Effect of Ra on the contact area ratio versus the normal displacement 
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Fig. 5 shows the evolution of the ratio of the real to the apparent contact area 
(Ar/Aa) as a function of the normal displacement for different values of Ra. It is 
seen that, as expected, the real area of contact increases with the normal displace-
ment. This increase is due to the growth of the number of contact spots and their 
areas and governed by the surface topography and materiel properties. For a given 
normal load condition, with the increase of the roughness parameter Ra the contact 
area decreases. For example, for un= 5µm, when Ra increases from 1.14 µm to  
3.42 µm, contact area ratio decreases from 86% to 26% of the apparent area. 
However, for un= 10µm the difference is less important. When Ra increases from 
1.14 µm to 3.42 µm, contact area ratio decreases from 95% to 77% of the apparent 
area. Accordingly, the real area depends on the asperities crushing level and on the 
surface roughness parameter Ra. 

Fig. 6(a) and (b) show respectively the effect of Ra on the evolution of the con-
tact load with the normal displacement (un) and the normal approach (w). For each 
profile, with increasing un and w the contact load increases. This behavior was 
confirmed by the GW model which demonstrates that both real contact area and 
normal load increase with the normal approach of rigid flat (w). In Fig. 6(a), for 
higher normal displacement, the increase of the normal load was governed by the 
non-linear elastic-plastic behavior of the material. At this range of loading, the 
normal stress beyond the yield strength of the material therefore the piece into 
contact deforms plastically. Asperities are entirely crushed and the bulk deforma-
tion thereby dominates the interfacial deformation. Numerical results illustrated in 
Fig. 6(b) were used to calculate the normal contact stiffness by fitting the  
numerical data using exponential curves. 
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(a)                                                   (b) 

Fig. 6 Effect of Ra on the contact load versus: (a) the normal displacement (b) the normal 
approach 

Fig. 7 shows the effect of roughness parameter Ra on the evolution of the normal 
contact stiffness Kn with the normal approach (w). Numerical results demonstrate 
that the normal contact stiffness increases as the normal approach (w) increases. The 
most notable increase was for the smoothest profile. For a fixed normal approach 
value, with increasing the roughness parameter Ra the normal contact stiffness de-
creases. For normal approach (w) about 1.4µm the normal contact stiffness decreas-
es from 384 to 25 N/µm, with increasing Ra from 1.14 to 3.42 µm. 
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Fig. 7 Effect of Ra on the normal contact stiffness versus the normal approach 

3.2.2 Effect of Skewness on the Normal Behavior 

In addition to the effect of Ra, the effect of the skewness parameter (Rsk) on the con-
tact stiffness was investigated in this section. The parameter Rsk is used to measure 
the symmetry of the profile about the mean line and can be used to differentiate 
between two profiles with the same Ra (Gadelmawlaa et al. 2002). Fig. 8 illustrates 
the evolution of the contact area ratio (Ar/Aa) with the normal imposed displacement 
for different values of skewness. The same trend is observed for different values of 
skewness. As for the Gaussian profile (Rsk=0), for the negative and positive skew-
ness values, the real area of contact increases with the normal displacement. For a 
given crushing level, the profile with skewness value equal to -1 has the higher con-
tact area ratio while the profile with skewness value equal to 1 has the lower one. 
For higher normal displacement, greater than 6.5µm, asperities were entirely 
crushed. Hence, the real area of contact for different skewness values reaches more 
than 90% of the apparent area. It can be seen that for lower crushing level, the dif-
ference between the three cases is more important. It can be explained by the fact 
that at this range the negative asymmetric profile, compared with the other profiles, 
has the most number of asperities into contact. For example, for un= 0.75µm, the 
profile with skewness value equal to -1 has 28 asperities into contact (Fig. 9(a)), the 
Gaussian profile has 10 asperities (Fig. 9(b)). Whereas the profile with skewness 
value equal to 1 has only 4 asperities into contact (Fig. 9(c)).  
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Fig. 8 Effect of Rsk on the contact area ratio versus the normal approach 
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(a) 

 

(b) 

 

(c) 

Fig. 9 Von Mises stress (MPa) distribution in the deformed part for un=0.75µm: (a) Rsk=-1, 
(b) Rsk=0, (c) Rsk= 1. 

Fig. 10 (a) and (b) illustrate the evolution of the contact force versus, respec-
tively, the normal imposed displacement and the normal approach for different 
values of skewness. Similar trends for all three skewness values are shown. For a 
fixed crushing level, the profile with skewness value equal to -1 has the higher 
contact load value whereas the profile with skewness value equal to 1 has the low-
er one. The symmetric profile has a contact load value included between these two 
extreme values. It can be explained by the fact that at a given normal displace-
ment, the negative asymmetric profile has more asperities into contact. It is also 
seen that for a certain imposed displacement the difference between two consecu-
tive skewness cases is much less between negative and zero than positive and zero 
skewness values. Simulation results presented in Fig. 10(b) was used to calculate 
the normal contact stiffness for each value of Rsk by fitting the numerical results 
using exponential curves. 
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Fig. 10 Effect of Rsk on the contact load versus: (a) the normal displacement (b) the normal 
approach 

Fig.11 shows the normal contact stiffness as a function of the nominal contact 
pressure for three skewness values, Rsk= {-1, 0, 1}. The normal contact stiffness 
decreases with the increase of skewness. For a fixed nominal pressure, the highest 
value of the normal contact stiffness was obtained for negative skewness (Rsk= -1) 
and the positive skewness has the lowest normal contact stiffness value. At low 
pressure, the negative skewness results predict larger deviation from the symme-
tric profile (Rsk=0).  
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Fig. 11 Effect of Rsk on the normal contact stiffness versus the nominal pressure 

4 Conclusion 

In this paper, we have investigated the normal interfacial behavior of a rough con-
tact. A bi-dimensional finite element model has been developed in the microscopic 
scale. The nonlinear elastic-plastic behavior of the contacting rough surfaces and 
the asperities interactions were considered. The surface roughness was also shaped 
using two different methods. Firstly, experimentally measured profile was used 
and then artificially modified in order to study the effect of roughness parameter 
Ra on the real area, load and normal stiffness of a rough contact. Secondly, asym-
metric profiles were generated using the Pearson system of frequency curves in 
order to analyze the effect of skewness on these relevant proprieties. A significant 
effect of the arithmetic average height parameter Ra and skewness parameter Rsk 
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on the real area, contact load and normal contact stiffness has been deduced.  
The present study demonstrates that profiles with the same level of roughness  
(Ra, standard deviation) and different degree of asymmetry haven’t the same con-
tact properties. Accordingly, the Gaussian distribution, widely used in the analyti-
cal models, is not appropriate to study asymmetric surfaces. It is also clearly  
demonstrated that negative skewness and lower value of Ra are advisable in order 
to achieve high normal contact stiffness.  

References 

Belghith, S., Mezlini, S., BelHadjSalah, H., Ligier, J.L.: Modeling of contact between 
rough surfaces using homogenisation technique. Compte. Rendus Mécaniques 338,  
48–61 (2010) 

Bowden, F.P., Tabor, D.: The friction and lubrication of solids, pt. 1. Oxford University 
Press (1950) 

Buczkowski, R., Kleiber, M.: Elasto-plastic statistical model of strongly anisotropic rough 
surfaces for finite element 3D-contact analysis. Comput. Methods Appl. Mech. 
Engrg. 195, 5141–5161 (2006) 

Elderton, P.E., Johnson, L.: System of frequency curves. Cambridge University Press, 
London (1969) 

Gadelmawlaa, E.S., Kourab, M.M., Maksoudc, T.M.A., Elewaa, I.M., Solimand, H.H.: 
Roughness parameters. Journal of Materials Processing Technology 123, 133–145 
(2002) 

Greenwood, J.A., Williamson, J.B.P.: Contact of nominally flat surfaces. Proc. R. Soc. 
Lond. Ser. A 295, 300–319 (1966) 

International Organisation for Standardisation (ISO), NF EN ISO 12085, Spécifications 
géométriques des produits - Méthode du profil - Paramètres lies aux motifs (1988) 

Poulios, K., Klit, P.: Implementation and applications of a finite-element model for the 
contact between rough surfaces. Wear 303, 1–8 (2013) 

Robbe-Valloire, F., Paffoni, B., Progri, R.: Load transmission by elastic, elastoplastic or 
fully plastic deformation of rough interface asperities. Mechanics of Materials 33,  
617–633 (2001) 

Sherif, H.A.: Parameters affecting contact stiffness of nominally flat surfaces. Wear 145, 
113–121 (1991) 

Shi, X., Polycarpou, A.A.: Measurement and Modeling of Normal Contact Stiffness and 
Contact Damping at the Meso Scale. ASME 127, 52–60 (2005) 

Tayebi, N., Polycarpou, A.: A Modeling the effect of skewness and kurtosis on the static 
friction coefficient of rough surfaces. Tribology International 37, 491–505 (2004) 

Whitehouse, D.J., Archard, A.F.: The properties of random surfaces of significance in their 
contact. Proc. R. Sot. A 316, 97–121 (1970) 

Zhang, S., Wang, W., Zhao, Z.: The effect of surface roughness characteristics on the elas-
tic–plastic contact performance. Tribology International 79, 59–73 (2014) 



www.manaraa.com

  
© Springer International Publishing Switzerland 2015 
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II, 

387 

Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_39  

Perforation of Aluminum Foam Core  
Sandwich Panels under Impact Loading:  
A Numerical Study 

Ibrahim Elnasri1,2 and Han Zhao3 

1 Laboratoire de Génie Mécanique, Ecole Nationale d’Ingénieurs de Monastir,  
  Av. Ibn El  Jazzar, Monastir- 5019, Tunisia 
2 Institut Supérieur des Systèmes Industriels de Gabès,  
  Rue Slaheddine Ayoubi 6011 Gabès, Tunisia 
  Ibrahim.nasri@issig.rnu.tn 
3 Laboratoire de Mécanique et Technologie, ENS-Cachan/CNRS-UMR8535/  
  Université de Paris Saclay, 61, avenue du président Wilson, 94235 Cachan cedex, France 
 zhao@lmt.ens-cachan.fr 

Abstract. This paper reports the numerical results of the inversed perforation test 
instrumented by Split Hopkinson Pressure Bar SHPB with an instrumented pres-
sure bar on the AlSi7Mg 0.5 aluminum foam core sandwich panels with 0.8mm 
thick 2024 T3 aluminum top and bottom skin. The numerical models are devel-
oped, in order, to understand the origin of enhancement at the top skin loads found 
under impact loading (paper published by (Zhao et al. 2006)). The predicted nu-
merical piercing force vs. the displacement curves are compared to the experimen-
tal measurements (tests at impact velocities at 27 and 44 m/s). The simulation 
catches all processes of the perforation of the sandwich panels (top skin, foam core, 
and bottom skin). Within this experimental scatter, there is a good agreement be-
tween the numerical predictions and the experimental measurements. Virtual tests 
with different impact velocities up to 200 m/s are presented and showed a signifi-
cant enhancement of the piercing force under impact loading (top skin peak and 
foam core plateau loads). The results also demonstrate that the shock front effect is 
responsible for the enhancement of the piercing force under impact loading. 

Keywords: Perforation, sandwich panel, foam, shock wave, impact, numerical 
simulation. 

1 Introduction 

Sandwich plates and shells are important elements in modern lightweight con-
struction. The main advantage of the sandwich principle is the fact that structures 
with high bending stiffness and rather low specific weight are obtained. The im-
pact behaviours (energy absorption, perforation limits) are the important design 
features for sandwich panels used in aeronautics structures. The core materials of 
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such panels (honeycombs, foams, hollow sphere agglomerates, etc.) play often 
dominant roles in the whole energy absorption as well as their penetration behav-
iour. (Hou et al 2005) conducted experimental and finite element studies on alu-
minium foam sandwich panels subjected to both quasi-static and impact loadings. 
Four deformation modes were summarised as global bending, localised indenta-
tion, localised indentation with global bending, and localised indentation with 
bending along clamping edge. However, key features of force–displacement 
curves, detailed deformation in face-sheets and foam core were not highlighted. 
(Hanssen et al 2006) carried out experimental tests and numerical simulations of 
the bird strike on sandwich panels made from aluminium foam core with alumin-
ium face sheets. There is no perforation observed from the tests. (Cantwell and 
Kiratisaevee 2005) investigated the impact response of sandwich panels with Al-
poras foam cores and fibre-reinforced thermoplastic, and fibre-metal laminate 
(FML) face-sheets. The indentation resistance of these sandwich panels was found 
to be rate sensitive over the full range of conditions examined. 

(Zhao et al. 2006) tested the perforation behaviour of AlSi7Mg0.5 aluminium 
foam core sandwich panels with 0.8mm thick 2024 T3 aluminium top and bottom 
skin using a SHPB, and recorded the piercing force displacement history. Quasi-
static, impact tests (around 20 m/s and around 45 m/s) were performed. A signifi-
cant enhancement of the top skin peak loads under impact loading was observed, 
although the skin sheet as well as foam cores are nearly rate insensitive. They 
suggested that a possible reason is the difference of compressive strain level of 
foam core reached before the perforation of top skin under static and impact load-
ing because of different face-foam core interaction mechanism. Such localised 
foam core strength enhancement leads to the increase of the top skin peak loads. 
However, no detailed quantitative analysis has been presented in this work and 
there is no detailed local information due to experimental difficulties to better 
understand the original of the enhancement of the top skin peak loads observed 
under impact loading. Additionally, the explanation of the puzzling results have 
not convinced the scientists, meaning that they still need an in depth study. For 
this purpose, a numerical model is built and it is calibrated by testing the results to 
be sure that the main features of the perforation of the aluminium foam core 
sandwich panels are well represented.  Numerical testing at various impact ve-
locities up to 200 m/s is also performed and the local information, which are not 
experimentally available, (stress, strain, etc.) are analysed in order to understand 
the piercing process. 

2 Dynamic Perforation 

The numerical model is defined on the explicit code (Ls-Dyna 2007). Figure 1 
shows the numerical model of the perforation of the sandwich panel which consists 
of 6 parts. The sandwich panel is integrated between two rigid parts. The aluminium 
hollow tube-like projectile (part 6) and aluminium clamping ring (part 2) are  
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modelling as the rigid body by the material type 20 * (MAT_RIGID) in LS-DYNA 
codes. The rigid parts are merged for one part 6 via the command 
*CONSTRAINED_RIGID_BODIES available in LS-Dyna code. This command 
can make the two parts in only part.  The perforator is represented as the elastic by 
the material type 1 * (MAT_ELASTIC, density =8050 Kg/m^3, Young moduli: 188 
GPa, Poisson ratio =0.3). The aluminium 2024 T3 sheet are represented by shell 
elements with five integration points in the thickness. This model consists of 4800 2-
D elements for the two sheets. The foam is modelled by using brick elements. This 
model consists of 90195 nodes, 76536-3D elements divided in 28416 for the part of 
the perforator, 120 for the two rigid parts and 48000 brick elements for the foam 
core. As the most important zone is the penetration area just under the perforator, the 
sandwich panels is modelled with a fine mesh along with the length (figure 2). The 
number of the elements on the thick is 21 elements for the foam core. The number of 
the elements on the transverse direction is 51 elements for the sheet and for the foam 
core. Tiebreak constraints were applied between the faceplate and the foam core. 
Here, the nodal tiebreak failure in the interface was given by the following quadratic 
failure criterion; 

1)()( 22 ≥+
tb

tb

tb

tb

SN

τσ
                                 (1) 

Where tbσ and tbτ  are the nodal normal and shear stress components and tbN  

and tbS  are the strength of the adhesive in pure tension or pure shear, respec-

tively. Here, MPaSN tbtb 5==  was used. Contact between SHPB perforator 

bar and sandwich plate was established using eroding surface to surface contact. 
To model contact between faceplate and the foam core after failure, eroding single 
surface contact was defined. Segment based contact option (SOFT=2) was used 
for simulating the sandwich plate impact. Frictionless contact was used in all 
simulations. All the parts in present work were modelled with single integration 
point (constant stress solid element, ElFORM=1) because the reduced integration 
elements are robust choices for nonlinear analysis to overcome negative volumes, 
which are prone to happen in full integration elements. In spite of the afore men-
tioned benefits, the reduced integration elements suffer from non-physical spuri-
ous/hourglass modes. Control hourglass type 1 control cart is used to overcome 
this non-physical behaviour. 

The boundary conditions in the impact simulation are the following: the perfo-
rator is fixed in z-translation and z-rotation in degrees of freedom in the no-impact 
end. The contact between the sandwich panel and the two parts is defined as tied.  
The velocity of the sandwich panel and the projectile are modelled and put as 
initial velocity nodes for the sheets and for the foam and via the command 
INATIAL_RIGIG_BODY_VELOCITY for the projectile.  
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Fig. 1 Numerical model for the perforation of the sandwich panels 

The behaviour of the skin sheet is modelled by a damageable isotropic harden-
ing elastic-plastic constitutive law proposed by (Lemaitre 1996), available in  
(Ls-Dyna 2007) code as the model of type 104 (MAT_DAMAGE_1). The pa-
rameters used for 2024 T3 aluminium sheet were identified from normalised ten-
sion tests by (Pattofatto et al 2012). The foam core is modelled by a honeycomb 
constitutive model (MAT_26) available on the Ls-Dyna code with appropriate 
tensile failure strain. The normal stress vs. volumetric strain is obtained from 
quasi-static compression test (density= 235 kg/m^3, velocity= 0.01 mm/s). Due to 
the fact that they do not have a specific device to perform a shear test, the shear 
stress vs volumetric strain curve is deduced from the quasi-static compressive 
curve which is equal to the half. The fracture of the cell of the foam is achieved by 
using available tensile failure strain. Iteratively different values were used to 
achieve the appropriate failure strain value. The constitutive properties of the foam 
are: 3^/235 mkg=ρ , E=70GPa, 285.0=υ , SIGY=240MPa, 
Vf=0.23,TSEL=0.05 

2.1 Results and Discussions 

With appropriate selection of constitutive model of the foam core, Figure 2 shows 
the simulated piercing force-displacement curves at 44 m/s compared with the 
experimental result. The piercing force is obtained by using the so-called com-
mand: *DATABASE_NODAL_FORCE_GROUP. All nodes on the perforated 
end were integrated in the group nodes which can be compared to the piercing 
force recorded by the strain gauge instrumented on the Split Hopkinson Pressure 
Bar. It was observed that the simulated piercing curve was in good agreement with 
experiments. One can note that the simulated peak piercing force for the incident 

Perforator 

Ring Foam 
Projectile Incident skin 
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sheet is small lower than the experiment case but the difference was not signifi-
cant to affect the final result and is apriority due to errors for the modelling. It can 
be seen the simulation catch ell the petalling failure mode observed on the  
experimental test (figure 3 for the bottom skin and figure 4 for the top skin).  

 

Fig. 2 Comparison between experimental and simulated piercing force vs displacement 
curves of the sandwich panel perforated at impact velocity44 m/s 

 

Fig. 3 Breaking “petal” shape by simulation and by post mortem observation (Bottom skin, 
v=44m/s) 
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Fig. 4 Breaking “petal” shape by simulation and by post mortem observation (top skin, 
v=44 m/s) 

3 Quasi-static Perforation 

For quasi-static simulation, the configuration of impact simulation is conserved: 
the perforator is also fixed as the same boundary conditions. To ensure quasi-static 
loading when using en explicit code, we can use the prescribed velocity field 
given by (Hanssen et al 2002): 
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d
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π
π
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−

=
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Here, T is the total duration of the loading, maxd is the final displacement. The 

termination time T was 0.14 s. The velocity of the projectile is modelling via the 
BOUNDARY_PRESCRIBED_MOTION_RIGID command. Figure 5 shows the 
simulated piercing force-displacement curves at quasi-static loading compared 
with the experimental result. The piercing force is also obtained by using the so-
called command: *DATABASE_NODAL_FORCE_GROUP. One can be ob-
served that the simulation peak piercing force curve for the incident top skin is a 
good agreement with the experimental curve and for that the bottom skin is lower 
than the experiment curve. This discrepancy is a prior due to not taking account on 
the numerical model of the cells of the foam which are stickled on the face sheet.  
It can conclude that simulation agrees with experiment quasi-static results.  
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Fig. 5 Comparison between quasi-static experimental and simulated piercing force vs  
displacement curves of perforated sandwich panel 

4 Analysis of Virtual Numerical Tests 

The present numerical model provides the virtual tests where all the detailed in-
formation are not available in a real test (strain, stress, etc) is known. Five numeri-
cal tests are conducted in dynamic loading up to the impact velocity 200 m/s. 
Piercing impact force vs displacement curves for impact velocities 44, 100, 140 
and 180 m/s are given in figure 6. It is observed that: 

• The piercing top skin peak force and level of the plateau of the perforation of 
the foam core increases regularly with the impact speed. It indicates that this 
model contains probably the hints for the understanding of this force en-
hancement, which is probably due to the propagation of the shock front be-
cause the constitutive relation used for the foam cores as well as aluminium 
sheets are all rate insensitive. 

• The maximum displacement of the top skin before breaking is unchanged 
with the impact velocity increase and the displacement of the bottom skin 
breaking is the same of all curves, these can prove that the foam core isn’t 
sustained for a compression. 

• The peak load of the piercing force of the bottom skin is nearly the same 
value for all curves; this is confirmed that the aluminium face sheet is rate  
insensitive. 
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Fig. 6 Comparison of simulated piercing force vs displacement curves of the sandwich  
panel perforated at 44, 100, 140 and 180 m/s 

 

Fig. 7 Comparison of Von Mises Stress vs displacement curves for the element for three 
impact velocities (static, v=44 m/s, v=100 m/s). The coordinates of the element along the 
loading direction are (0,2mm) 

In order to understand the origin of these force enhancements, any difference of 
detailed local information between static and dynamic loading is interesting.  A 
noticeable difference is to study the stress level in the elements of the foam core in 
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the contact with the perforator. Figure 7 shows the equivalent Von Mises Stress vs 
displacement for one element located in the middle of the foam core.  The coor-
dinates of the element along the loading are (0, 2 mm). A significant increase in 
stress amplitude is found for impact loading case and is in increase with impact 
velocity, the huge enhancement on the strength is prior due to the propagation of 
the shock front in the foam core, which is the possible reason, because the uncom-
pressing of the foam core is confirmed by simulation, which leads to a higher local 
foam core strength under the perforator and can increase the top skin peak loads.  

5 Conclusion 

The numerical models of the inversed perforation test instrumented with SHPB 
with an instrumented pressure bar on the AlSi7Mg0.5 aluminium foam core sand-
wich panels with 0.8mm thick 2024 T3 aluminium top and bottom skin are devel-
oped in order to understand the origin of the enhancement of the top skin loads 
found under impact loading (paper published by Zhao et al 2006).The numerical 
simulation is done using 3D finite element models in Ls-Dyna. The behaviour of 
the skin sheet is modelled by a damageable isotropic hardening elastic-plastic 
constitutive law as the model of type 104 (MAT_DAMAGE_1), where the foam 
core is modelled by a honeycomb constitutive model (MAT_26) with appropriate  
tensile failure strain. 

Numerical predicted piercing force vs displacement curves are compared with 
experimental measurements (tests at impact velocities at 27 and 44 m/s). The 
simulation catch all processes of the perforation of the sandwich panels (top skin, 
foam, and bottom skin). Within experimental scatter, there is a good agreement 
between numerical predictions and experimental measurements. Virtual tests with 
different impact velocities up 200 m/s are presented and showed: 

• The piercing top skin peak force and level of the plateau of the perforation of 
the foam core increases regularly with the impact speed. It indicates that this 
model contains probably the hints for the understanding of this force en-
hancement, which is probably due to component interaction because the con-
stitutive relation used for the foam cores as well as aluminium sheets are all 
rate insensitive. 

• The maximum displacement of the top skin before breaking is unchanged 
with the impact velocity increase and the displacement of the bottom skin at 
breaking is the same of all simulated tests, these can prove that the foam core 
isn’t sustained to a compression. 

• The peak load of the piercing force of the bottom skin is nearly the same 
value for all curves; this is confirmed that the aluminium face sheet is rate 
insensitive. 

In order to understand the origin of these force enhancements, a stress level in 
the element of the foam core on the contact with the perforator for three impact 
velocities (static, 40 m/s and 100 m/s) for three impact velocities (static, 40 m/s 
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and 100 m/s) is analysed. A significant increase in the stress amplitude is found 
for impact loading case and is in increase with impact velocity, the huge en-
hancement on the strength is prior due to propagation of shock front in the foam 
core and is the one possible reason, because the uncompressing of the foam core is 
confirmed by simulation, which leads to a higher local foam core strength under 
the perforator and can increase the top skin peak loads and the foam core loads. 
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Abstract. The present paper proposes a strength reliability model for unidirec-
tional composites with natural fibers in a hexagonal array. The model assumes 
that, a central core of broken fibers flanked by unbroken fibers which are subject 
to stress concentrations from the broken natural fibers. The approach of the model 
consists of using a modified shear lag model to calculate the ineffective lengths 
and stress concentrations around fiber breaks. In this paper, we attempt to incorpo-
rate in the proposed model the unidirectional composite property variation with 
temperature and moisture in order to predict even composite strength degradation. 
Strength degradation is often seen as a result of changes in ineffective lengths at natu-
ral fiber breaks and the corresponding stress concentrations in intact neighboring 
fibers. 

Keywords: Unidirectional composite, fractured fibers, stress concentrations,  
temperature, moisture, unidirectional displacement. 

1 Introduction 

The composite materials are, and, will be used more and more in the industrial 
applications. They often come dethroner the metallic materials in many fields. 
Two crucial factors pushed the development and the use of composites. The first, 
was the high ratio strength/weight [1]. The second factor, having also pushed the 
development of the composites, is related to the specificity of these materials give, 
that it is from a mechanical, thermal view point,…. give an additional liberty for a 
designer: that to choose the material behaviour [1, 2] according to the type of fi-
bers and resin, the rate of reinforcement, the fibers orientations and the process of 
manufacturing. Two of these properties are essential in the dimensioning of com-
posite structures. It is about the on scale micromechanical and macromechanical 
characterization of elastic modulus and the mechanical resistance. A synthesis of 
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these properties can be found in work of Christensen [3]. This work is based on 
the micromechanical homogenization models based on a representative elemen-
tary volume in order to carry out a homogenization of the composite. Many re-
search have been conducted, Zweben and Rosen [4,5] which are considered 
among the oldest models for the prediction of the resistance of composites poly-
meric matrix. Foster [6] proposed a direct numerical simulation and an analytical 
model to predict the resistance of composites in traction and flexion. By using a 
regular square arrangement of intact fiber, it determined the resistance of a Ti 
matrix 6Al- 4V reinforced by fibers in SiC. It also showed that the fibers failure 
occurs in a random way when the load reaches the composite limit strength. Con-
sequently, the statistical accumulation of this failure can lead to the total damage 
of the composite.  

This model is based on Gao and Reifsnider [7] models which allow it possible 
to predict the resistance and the durability of unidirectional composite by using 
micromechanical techniques. The comparative study of the life cycle of a automo-
tive part or in epoxy matrix reinforced by hemp fibers, and a part manufactured 
from polystyrene-butadiene acrylonitrile (ABS) according to various methods, 
revealed that not only the part reinforced with hemp fibers present an advantage 
from the view pointenvironment during the phase of manufacturing [8,9 ]. Finally, 
the use of natural hemp fibers as reinforcement can allow it possible to reach in-
teresting mechanical properties, while reducing to significant degree composite 
costs. An analysis of the process of the longitudinal failure including the micro-
mechanical interactions between natural fibers and the matrix is carried out by 
taking account of the effect of the environmental conditions on the degradation of 
the composite components.  

2 Model of Longitudinal Fracture  

The hygrothermal behaviour of the laminated composites Hemp/Epoxy is widely 
determined by the properties of the matrix at the interfaces, on the other hand the 
natural fibers in hemp are relatively sensitive to the increase in moisture and the 
temperature. The effect of moisture generates residual stresses, the plasticity of 
polymers as well as degradation at the interfaces [10, 11]. Moreover, plasticity can 
involve the reduction in glass transition temperature [12], which can affect the 
behaviour of the composite in high temperature environments. To introduce the 
effect of the temperature and the variation of moisture concentration on the me-
chanical properties, Tsai [12] proposed the non-dimensional temperature T*, 
which is the principal parameter to evaluate the hygrothermal characteristics of the 
composite. 
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0
g gT T g C= −

                             
(2)

 

We can use the no dimensional temperature T * in an empirical way to express the 
rigidity of the matrix and fiber (EM, EF). If Tg is the glass transition temperature of 
the matrix, Topr is the operating temperature and Trm is the reference room tem-
perature, it is also supposed that moisture removes the glass transition temperature 
in a dry environment Tg

0 by a change from relative temperature for unit absorbed 
moisture “gC”. We used the model of Gao and Reifsnider [7] to estimate the 
strength of unidirectional composite. This model allows introducing the variation 
of the mechanical characteristics of the matrix and natural fibers according to the 
temperature and of moisture in order to predict the strength of unidirectional com-
posite. This strength generally varies as function, of the change ineffective lengths 
[δ] in the zone of faiure fiber and the stress concentrations corresponding to the 
intact neighbouring fibers. The ineffective length is generally defined as the length 
between the fracture zone of the fiber until the length for which the fiber renewal 
its capacity to bear the complete loading. This concept is illustrated on figure 1, 
where σf is the fiber stress.  

According to Gao and Reifsnider [7], the properties due to the tensile of fiber 
reinforced composite, depend on the strength, the elastic modulus of fiber, the 
strength and the chemical stability of the matrix and also of the effectiveness ad-
herence to the interface fiber/matrix during the transfer load. In the case of the 
hemps fibers and even as carbon fibers which we used in the preceding study, the 
elastic modulus and the mechanical resistance of fiber remain almost unchange-
able with the variation in the temperature and moisture. Contrary, the epoxy ma-
trix, receive changes of the properties. The crack at the interface will increase 
when the stress shear at the interface reached τ0. The model of Gao and Reifsnider 
[7] is distinguished from the other models by the presence of the effect of shearing 
and the take in account the local damages in the form of a debonding at the inter-
face and a plasticity. In this area, the shear stress of the matrix and interface was 
considered as constant with a value ητ0. Where η is a shear parameter defining the 
shear stress in the inelastic area. When η tend to zero, no transfer of shearing took 
place between broken fibers and their neighbours in this area. It would be the case 
in an area, completely detached or from a cracked matrix. Contrary when η= 1, the 
shear stress in the inelastic area is equal to τ0. For the application of this model in 
this study, we used η =1. 
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Fig. 1 Broken fibers with the elongation of the ineffective length 

It is supposed that the broken cell can be assimilated to an homogeneous mate-
rial with a transversal circular cross section whose Young modulus can be ob-
tained by the rule of mixtures: 
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Local damages are included in the model by the introducing of an area of debond-
ing and local plasticity, where the shear stress of the matrix and interface are con-
sidered as constant for the value ητ0. The equilibrium equations in this zone 
(0≤x≤a) are: 
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β  was given as function of the geometrical modulus of fiber and the matrix re-

spectively. A represent the half length of the debonding area locally plasticized.  
U0, U1 and U2 represent the stresses and the displacements in the three zones, see 
fig.2. 
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The solution of equations 6 and 7: 

 

20
0 0

0 1

( )U x x C
r E

η τ= +
                      

(6) 

( ) ( )1 1 10 0
1 1 2 2 2

2 0 1

2 1
( ) C 1

( )
x x x C

C

r
U x e e e x

R r E E
λ λ λητ σ

λ
− −= − + − +

−
    

(7) 

Also for the zone a x≤ ≤ ∞  where there is no yield at the interface, the equili-

brium equations are:  
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The solution of equations 8 and 9: 

1 2
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3 Model Validation 

First, we carried out many applications on specimen of laminated plate gra-
phite/epoxy. The mechanical and geometrical characteristics are given respective-
ly in tables 1 [12, 13]. To appreciate the evolution of the damage at the zones  
locally plasticized; we carried out a progressive increase in the load external con-
sequently an increase of the applied tensile stress to the samples edges. The in-
crease in the load, has enabled to us to quantify the extension of the zone locally 
plasticized and the ineffective zone for which the fiber renewal with its capacity to 
bear the complete loading and that according to the number of broken fibers.  
Finally, we will determine the evolution of longitudinal displacement of broken 
and intact fiber according to the length of the sample. 
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Table 1 Mechanical and geometrical characteristics of composite Hemp/epoxy [12, 13] 

Fiber Young modulus Ef 27.6 GPa 

Matrix Young Modulus Em 4.2 GPa 

Fiber reference resistanceσ0  3.10 GPa 

Shear stress τ0  25.20 MPa 

Matrix Poisson coefficient ν12m  0.43 

Fiber volume fraction Vf 0.51 

Shear parameterη 1.0 

Specimen lenghtL 200 mm 

Fiber radiusrf 120 µm 

Maximal number of broken fibers ni 40 

 
The validation of our model was carried out by comparison with the Foster 

analysis method [6] for a square arrangement of unidirectional broken fibers and 
that for a hexagonal arrangement Graphite/epoxy[9]. The fig 2 shows that for the 
three methods, the stress concentration increases a ccording to the number of  
broken fibers.  

 

 

 

 

 

 

 

Fig. 2 Comparison of stress concentrations for normal environmental conditions, models 
validations [6 and 9] 

The maximum difference between the Foster curves [6] and the results [9] is 
lower than 5%. This difference is due to the choice of the fiber arrangement which 
is hexagonal for the Hemp/Epoxy composite [9] and square arrangement in Foster 
models. On the other hand in model of Hemp/Epoxy composite and that of Gra-
phite/Epoxy, the maximum difference was lower than 7% due to the arrangement 
and the nature fibers under the effect of the environmental conditions. We can 
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conclude that our results are in good agreement with those of Foster [6] and the 
preceding results [9]. 

4 Evolutions Ineffective Lengths 

The ineffective length δ is defined as being the length ranging between the frac-
tured zone fibers until the length for which the fiber renewal with its capacity to 
bear the complete loading, therefore it must include the locally plasticized zone 
locally a (δ≥ a) [Fig 3].  

 

 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

Fig. 3 Evolution of ineffective length under various moisture concentrations for tempera-
tures T = 20°C and T=140°C (σ= 0.5σ0) 

According to behavior lawsand starting from the fractured zone, the natural 
broken fiber must pass by a locallyplasticizedzone a, then by a transitory zone 
before reaching the perfectly elastic zone delimited by a length δ called ineffective 
that under the effect of moisture and temperature. 

For T°=20°C, a superposition of all representative curves the ineffective length. 
We can deduce that for low temperatures, the variation of moisture concentration 
have no effect on the ineffective length. With the increase in the temperature of 
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140 °C, the sensitivity of the ineffective length for a variation of moisture concen-
tration becomes increasingly important. For T = 140 °C, the ineffective length  
for 40 broken fibers which is of 1.32 mm for C = 0% to become 1.15 mm  
(C = 100%). We can deduce that the temperature is an important factor for the 
determination of the ineffective length 

5 Evolution of the Stress Concentrations 

The estimation of length of the locally plasticized zone, ineffective length and 
longitudinal displacement, allows the determination of the stress concentration 
factor. This factor is of great importance because it offers to us the relationship 
between the stress calculated at the point of fibers fracture and external applied 
stress. What will enable us to determine the stress concentration at the zone of 
broken fibers, and to predict a probably of neighboring adjacent fracture fibers 
under the effect of moisture and temperature, it is well known that the matrix is 
very sensitive to the variation of temperature, and that the adhesion to the interface 
are between hemp fibers and the matrix becomes very weak; thus the debonding 
phenomenon appears, and leading to the fiber fracture. When it appear fracture 
fiber in the composite, an influence area generated around the end of the broken 
fiber where there exists a stress concentration. In addition, the load can be trans-
ferred in broken fiber with a shear stress to the interface fiber/matrix To illustrate 
the effect of the environmental conditions on the degradation of the ineffective 
area surrounding by broken hemp fibers, the stress concentrations becomes more 
important with the increase in the number of broken fibers. Thereafter, this stress 
concentration becomes relatively stable if the number of fibers is very high. For 
the low temperatures, the effect of the moisture concentration on the stress con-
centration is almost negligible as shown in the figure 5 for T°=20°C. 

The rafter the effect of moisture concentration becomes increasingly important 
with the increase in temperature of 140°C. For T = 140°C, a clear distinction ap-
pears between all the curves, for example, for 40 broken fibers, the stress concen-
tration varies from 1,065 for C = 0% to 1,074 for C = 100%.  

The use of natural hemp fibers according to the results above we can deduce 
that in the neighboring area of intact fibers, the stress concentration is very high. 
But, when the number of broken fibers is very important, the concentration of the 
stress to the ineffective area is more important and the ineffective length is large. 
The neighboring area becomes less stiff, and the broken fiber reacted more easily 
and can communicate together to cause a complete failure. 
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Fig. 4 Evolution of the stress concentration as function of broken fibers for a progressive 
variation of moisture concentration for σ=0.5σ0 

6 Conclusions 

The main goal of the study was the analytical modeling of the behavior of 
hemp/epoxy unidirectional composite material under the effect of environmental. 
This behavior depends primarily on the arrangement, the orientation and the frac-
tion volume fibers inside the matrix. The stress transmission from one fiber to 
another passes by the matrix in the presence of shear stresses at the interfaces. The 
determination of the stress concentration factor makes it possible to have a clearer 
idea on the evolution of the fibers failure and the probability of damage of adja-
cent neighbor fibers.The vicinity of the failure zone is characterized by a locally 
plasticized zone which will become elastic while moving. Under the effect of a 
simultaneous variation of the temperature and the moisture concentration, the 
plastic zone and the ineffective area become widely according to the number of 
broken fibers and thereafter they become critical under the extreme environmental 
conditions, in addition it increases longitudinal displacement in the plastic zone 
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which lead to fast passage of the damage from a broken fiber to another, which 
permit us to make the conformity with the micromechanical.  

In other the fabric hemp composites has advantages and disadvantages. Indeed, 
the hemp/epoxy composite, presents a great stiffness flexion. They are more resis-
tant to the damage introduced by flexion than the carbon fiber composites. The 
obtained results also showed that the fiber resistance and the Young modulus are 
relatively insensitive to the concentration of temperature and moisture, but the 
epoxy matrix is very influenced by the increase in the environmental conditions.  
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Abstract. Pipes and elbows are important components in any piping systems for 
transportation of water. These structures are subjected to complex loads taking 
into account their geometrical configuration and the multiplicity of the loading 
conditions in service. The origin of failure of these mechanical components is 
directly related to the presence of defects. The principal objective of this work is 
to analyze the severity of defects on high density poly-ethylene pipe widely used 
for water piping networks. 

An experimental program, including longitudinally notched (125 mm) PE100 
pipe specimens with 11.4 mm thickness containing an external notch with four 
different notch depths (a), was developed. The three dimensional finite element 
method based on the computation of the J integral was used to analyze the fracture 
behaviour of these structures. 

The numerical proposed method permit to calculate the crack initiation pressure 
in PE 100 pipes with a longitudinal external defect. Numerical results were expe-
rimentally validated by PE100 notched pipes bursting tests. 

The predicted crack initiation pressure agrees well with the test results. 

Keywords: J integral, burst test, 3D-FEM model, HDPE PE100 pipe. 

1 Introduction 

PE pipe due to its chemical inertness, non-corrosive nature and long term durabili-
ty offers outstanding service life, with conservative estimates standing at 100+ 
years (Lang et al 1997) and (Janson 1999). Today PE is the material of choice for 
pipeline transportation of water and gas (AWWA research foundation 2004) 
where pressure containment and structural integrity is considered critical for the 
lifetime of the pipeline since system failure can result in flood, explosion, fire and 
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loss of life resulting in costly litigation and damages. In addition, this can cause 
service interruption, safety concerns and loss of brand credibility. 

The accurate prediction of the failure pressure in damaged pipelines remains a 
critical issue for the safety assessment of high-pressure piping systems, including 
onshore and offshore facilities. 

Several authors (Ainsworth 1984), (Miller 1988), (Zahoor 1991), (Rahman 
1998), (Kim 2003) and (Kim2004) have studied pipe fracture problems by means 
of experimentation and numerical simulation in order to assess the mechanical 
integrity, taking into account different crack shapes 

In the present work the 3D-FEM based on the computation of the J integral 
(Rice 1968) at the notch front was used to analyze the defect severity in order to 
study the evolution of damage degree in the equipment (HDPE pipe) under inter-
nal pressure during its propagation. Longitudinally notched PE100 pipe specimens 
subjected to internal pressure were numerically studied. A series of full scale burst 
tests were performed on the same end-capped pipe specimens. In this paper, expe-
rimental and numerical results were compared and analyzed. 

2 Geometrical and Material Models 

High Density Polyethylene (HDPE) is a thermoplastic material which is supplied 
by the manufacturer in a ‘ready to use’ pelletized form. The grades suitable for 
pipe manufacture are PE 63, PE 80 and PE100. The pipe manufacturer converts 
this material into pressure pipe. 

For drinking water application HDPE strength class PE100 is widely used. The 
properties of this material, which is described as the third generation of polyethy-
lene types, are given below in table 1.  

In this study experimental and numerical study were made on PE100 pipe spe-
cimens. The dimensions of the pipe pieces, showed in Figure 1, are 400 mm 
length, of thickness t = 11.4 mm and external diameter De = 125 mm with differ-
ent external notches. 

Notches are machined by disc cutter that has a plate thickness of 0.5 mm and an 
outer diameter (r) of 80 mm. The depth of the notch (a) is due to the disc cutters 
penetration depth into the pipe wall. Figure 1 shows the geometries of defected 
test specimen. 

Table 1 Mechanical properties of PE 100 

Proportional 
limit (MPa)  

Tensile 
strength(MPa) 

Elongation at 
fracture (%) 

Young’s modulus 
(MPa) 

Tenacity 
(KJ/m2) 

σy = 22-26 σu = 21-25 >600 E = 900-1100 JIC =7.69 
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Fig. 1 Notched pipe geometry 

3 Finite Element Modeling 
Finite element simulation was performed using the code Warp3D (non-mechanical 
linear Out). The numerical simulation of crack propagation in three dimensions is 
known tricky for reasons related to the mesh near the notch front, especially when 
it comes to polymer materials. 

Figure 2 shows a three dimensional representation (3-D FE) of the finite element 
mesh. Symmetric conditions were fully utilized. Only a quarter of the model is studied 
in order to reduce the computation time. The mesh was created using HyperMesh in 
three dimensions with quadratic elements C3D20. The second order, reduced integra-
tion elements were used for efficient computation. It has been sufficiently refined in 
the vicinity of the notch with special elements to increase the accuracy in local area 
and predict correctly the energy release rate into the notch root. Overall, the nodes 
number in typical FE meshes is ranged between 200000 and 320000 nodes. The nor-
mal to the notch front is used to specify the crack extension direction, as shown in 
Figure 2. Six rings elements surrounding the crack tip are used to evaluate the contour 
integrals. To incorporate the large geometry change effect, the calculations are made 
with the geometrically nonlinear ABAQUS software (large displacements) by taking 
into account of the variation of the strain rate. 

 

Fig. 2 3D Crack Mesh 

 

a (notches’ depth in mm) 
2 4 6 8 

 

( )ar2a2L −=  
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Thermoplastic materials such as PE 100 have a viscoelastic behavior and a high 
degree of ductility. Normally, the fracture behavior (the initiation and propagation 
of cracks) must be analyzed using the concept of viscoelastic-plastic fracture me-
chanics (Brostow et al. 1991) and (Favier et al. 2002). However, it has been shown 
(Benhamena et al. 2010, 2011) that elastic–plastic approaches can approximate 
with acceptable accuracy the critical J integral of the polyethylene. 

4 Burst Tests 

To validate the theoretical method, burst tests were conducted under various tem-
peratures. The structural parameters of the PSP specimen are listed in figure 1. All 
specimens were made from the same material and production batch. Test tempera-
ture was set at 20C, and three specimens were used for each group of tests.  

PE100 specimens were exposed to closed-end internal pressure tests using the 
testing apparatus shown in Fig 3. Fig 4 shows the details of the clamp, with a 
flange 3 and chucking parts 2 and 7 forming the main structure of the clamp by the 
clumping nut 8. 

The outer surface of the compressing part 6 bears a tooth system that runs in the 
hoop direction. The compressing part 6 is pressed on the inner surface of PE100 1, 
such that the loads exerted on compressing part 6, particularly those in the axial 
direction, can be transmitted reliably to the PE100 to limit the axial displacement 
of the pipe. A compressing part 5 is next to the compressing part 6. Compressing 
part 5 is pressed against a gasket 4, which efficiently prevents water leakage. 

A controlled burst test machine was employed, and the pressure controlling 
precision reached up to 0.01 MPa. The test process for determining the PE100 
burst pressure was based on ISO1167-1:2006. 

All specimens have been loaded with a continuous pressure rate of 10 bar per 
minute until failure (figures 5). The measurement results have been presented as a 
curve of pressure versus volume of added water. 
 
 

 

Fig. 3 A photograph of the clamp general assembly 
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Fig. 4 Details of the test apparatus. 1: PE100; 2: chucking; 3: flange; 5, 6: compressing 
parts; 4: gasket; 7: chucking; 8: clamping nut. 

 

Fig. 5 Typical specimen failure of short-term burst tests 

5 Results and Discussions 

The figure 6 shows the variation of the internal pressure as a function of volume 
of water added to each specimen during burst test. It is independent of the notch 
depth. The ultimate pressure is greatly affected by the size of the notch depth. The 
numerical prediction of pressure variation vs added volume is similar to the value 
measured experimentally. 

1   2   3  4 5   6      7    8 
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Fig. 6 Internal pressure vs added volume (Burst test) 

The figure 7 shows the evolution of the energy release rate in different contours 
in the normal plane to the notch front. The curve of the energy release rate versus 
pressure and the value of the critical fracture resistance (JIC=7.69 KJ/m2) allow to 
determine the internal pressure which lead to the crack initiation. These pressures 
are represented in figure 8 as a function of the notch depth. 

The PE 100 critical fracture resistance JIC was experimentally determined in 
previous studies using pre-cracked CT specimens. 

 

 

Fig. 7 Variation of the fracture toughness J versus Pressure  
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Burst pressures are deduced from figure 6 and represented on figure 8. These 
results show a sharp drop in the burst pressure (experimentally determined) and 
the internal pressure which leads to the crack initiation (numerically determined) 
when the notch’s depth is more than 4mm.  

The result is quite logic because the pressure which leads to the crack initiation 
is less than the burst pressure.  

 

 

Fig. 8 Burst pressure variation vs notch depth 

6 Conclusion and Perspectives 

A numerical method is proposed to calculate the crack initiation pressure in a PE 
100 pipes with a longitudinal external defect. Numerical results were experimen-
tally validated by PE100 notched pipes bursting tests. 

The predicted crack initiation pressure agrees well with the test results with a 
relative error ranging from 6.72% to 13.82%. This is quite logic because the pres-
sure which leads to the crack initiation is usually less than the burst pressure.  

Results show a proportional increase in the error with the notch’s depth. It could 
be due to the fact that the crack initiation pressure is closely related to the JIC that is 
intrinsic to PE100 material in case of cracks, and it can be different for notches. It 
also depends on the notch size (even if we have the same notch root geometry). 

In the upcoming study some improvement will be made like: 
- Use a concept of visco elastic-plastic fracture mechanics to analyze the frac-
tion behavior 
- Effects of the notch radius on the fracture toughness JIC of a High Density 
Polyethylene (PE100) 
- Introduce a damage criterion in the numerical simulation 
- Perform a dynamic testing to study the effect of transient flow in cracked 
pipes 
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Abstract. The orthogonal cutting of composite T800/M21 is simulated using a 
dynamic explicit analysis. To simulate the cavity behavior in the inner ninety-
degree plies, a three-dimensional model with an elastic homogenous damage-
evolving material is used. Modified Matzenmiller failure criteria are applied to 
predict damage initiation and evolution in the studied structure. The used approach 
consists on combining a parametric modeling, based on an adequate prediction 
strategy, with a damage delaying procedure. A significant qualitative match 
between experimental results and numerical calculations is found. The outlined 
cavity aspect has been successfully retraced. Transverse shear damage and 
breakage in fiber direction are responsible of the failure of elements in the zero-
degree plies. Each damage mode contribution to the collapse of the composite is 
discussed.  

Keywords: Composites, Finite element model, Orthogonal cutting, Matzenmiller 
failure criteria. 

1 Introduction 

Composite materials have high strength to weight ratio which makes them 
frequently used in aeronautical industry. Assembling and manufacturing processes 
in general and drilling process in particular are responsible of the appearing of 
damage affecting the material integrity and therefore lowering its efficiency. 

Several studies (Wang and al. 1995, Chen 1997, Ramulu and al. 2001, Eshetu 
and Ramulu 2014) have been conducted to investigate the drilling process and to 
define the optimal cutting conditions. Faced to costly and time consuming 
experimental tasks, modeling the problem using numerical platforms is the final 
relief. 

Zitoune (Zitoune and al. 2004) uses the virtual crack extension (VCE) of 
Samcef® to describe the chip formation mechanism. A good agreement between 
the numerically-evaluated cutting forces and the experimental results was found. 
Nevertheless, this approach is based on a pre-existing crack in the work piece. 



www.manaraa.com

416 M.A. Chebbi, F. Lachaud, and F. Blanchet 

 

Thus, the failure location is beforehand known. Recent implementations consist on 
modeling the material separation using whether element erosion or node splitting 
to overcome this problem. The node splitting approach constraints crack growth 
along element edges. The results are therefore mesh-dependent.  The erosion 
method is applied in several models (Mahdi and Zhang 2006), Venu Gopala Rao 
and al. [2006,2007,2008]) and is undergoing outstanding results. 

This approach is based on multi-scale analysis; it generates reliable approaches 
for a better understanding of the manufacturing process. Heterogeneous fields 
(separation between the different components) are mainly used to study the 
interfacial debonding and micro-cracks propagation. Macro-mechanical models 
are suited for chip formation mechanism and cutting force studies. 

The aim of this work is to introduce a three-dimensional model which uses a 
two-phase material (0°, 90°). It aims to confirm the ability of the modified 
Matzenmiller failure criteria (Matzenmiller and al. 1995, Xiao and al. 2007, 
Lachaud 2011) to model damage growth in composite T800/M21. A user-defined 
behavioral law is introduced to model the damage evolution in the material. 

2 Finite Element Model Formulation 

Model dimensions are optimized to reduce computation time. A 60 mm length, 20 
mm  height and 2 mm width sample is considered (Fig.1). The finite element 
model is split into two zones where different material behaviors are addressed. An 
8-node linear brick element (C3D8R) is used.  Damage is calculated only in the 5 
mm depth finely-meshed first zone (Element size= 0.12*0.0625 mm3).The second 
zone is coarsely meshed and considered as an elastic homogenous material 
(EHM). A six-degree rake angle rigid tool, with a zero-edge radius, is moving at a 
10 m/s cutting speed. A reference point is modeled to control the tool movement.  

The cutting is simulated using a hard contact model. Therefore, the piece 
undergoes stress at zero distance from the tool. The displacements of the button of 
the work material are restrained in all directions. The extreme right is restrained in 
the cutting direction. Temperature variations are not taken into account. As 
experiments are conducted at a very high speed, speed effects are covered by the 
model. The depth of cut equals 1 mm. 
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Fig. 1 Schematic view of the model. Yellow color stands for 0° plies ( The ply master 
direction coincide with the X direction). Red color illustrates the 90° plies (The ply master 
direction coincide with the Y direction). 

The behavioral law is applied in the local material axis of each ply. It is defined 
using the following set of mechanical properties. 

Table 1 Mechanical properties of the material used in FEM simulation 

 

2.1 Damage Initiation and Evolution in the Material 

Several models assign elastic behavioral laws to composite materials. Failure can 
be modeled by different criteria (Hinton and al. 2004). To study the evolution of 
structural composite response, it is important to model the loss of mechanical 
properties. This passes through the use of a damage based model. Crack, initiation 
phase, and propagation can be taken into account.  

The present work assumes that micro-cracks initiation and propagation depends 
on ply master direction. Damage is orthotropic and is modeled by stiffness 
degradation as: 

0 (1 ); 1..3ii ii iE E d i= − =                          (1) 

0 (1 ); {1, 2, 3}, 4..6ij ij kG G d i j k= − ≠ ∈ =
              

(2) 
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0
iiE  and 

0
ijG  are respectively the initial Young’s and Coulomb’s Modules. 

The softened softness matrix can be written as follows: 
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(3) 

The model assumes that one damage mode is necessary generated by a full 
combination of different failure occurrences. The damage modes can be described 
by the relationship below: 
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                  (4) 

where iφ  are the damage functions obtained directly from the failure criteria via 

the following formula: 

1
1 exp( )

im
i

i
i

r

m
φ −= −                        (5) 

ir ; i=1..5 are the evaluated failure criteria, im  are parameters that govern the 

damage evolution. 

2.2 Modified Matzenmiller Failure Criteria  

Failure criteria are calculated using a linear elastic effective behavioral law. The 
failure by tensile in fiber direction is given by: 

( )
2 2 2

2 12 1311
1 2

11 12

RT R
r

σ σσ
σ σ

⎛ ⎞⎛ ⎞ +⎜ ⎟= +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

                          (6) 
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11
RTσ  is the tensile failure strength in fiber direction. 11

Rσ  is the failure 

strength that describes the fiber-interface debonding. It is defined as the strength 
needed  
to free the fiber from the composite structure. Failure by compression is 
formulated as: 

( )

2 2 2
112 12 13

1 2
11 12

R C R
r

σ σ σ
σ σ

⎛ ⎞⎛ ⎞− +⎜ ⎟= +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

                        (7) 

11
RCσ is the compressive failure strength. Failure by squishing can occur when 

the directional strengths summation is compressive. It is given by the relationship 
below: r  = ( RC                             (8) 

33
RCσ is the squishing failure strength. Since the fiber is highly resistant to 

squishing especially when transverse and out-of-plane directional stresses ( 22σ
and 33σ  respectively) are dominant, fiber-direction elements hardly fail by 

squishing. The outlined failure strength is augmented when dealing with this 
situation. The matrix failure criterion is formulated as follows: 

=( ( (  (             (9) 

tanϕ  accounts for friction generated after the fiber-matrix debonding when 

the directional stress 22σ is compressive. The delamination failure describes the 

inter-laminar debonding. Friction effects have been considered so that the criterion 
could take the following form: 

= . ( ( ( ( ]      (10) 

A quantifies the extent of damage between plies. This parameter is not 
considered for the present work. High speed effects are incorporated in the model 
and are presented by the augmentation of failure thresholds. The new expression 
of the different elastic-limit stresses is given by: / / ,  1  ln ; i=1..3            (11) 

,  1  ln ; i ; i ,j 1,2,3 )         (12) 
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ε  is the equivalent strain rate defined as the quadratic summation of the 
individual strain rates ( Eq. 13). Each increment ∆t, the strain rate is calculated and 

compared to the critical strain rate cε . If the resultant ratio is higher than 1, speed 

effects are considered and failure thresholds increased. iiC and ijC govern the 

different failure strengths’ correction. 

23
2 2 223 1312

1

1
( ) ( ) ( ) ( )

2
ii

i t t t t

ε ε εεε
=

Δ Δ ΔΔ= + + +
Δ Δ Δ Δ∑

         

(13) 

2.3 Calculation Algorithm 

During the simulation, the stress tensor is periodically evaluated by multiplying 
the updated stiffness matrix to the actual strain tensor. At time t, the stress and 

strain tensors are respectively tσ and tε . At time t t+ Δ , the new strain tensor 

is given by: 

t t tε ε ε+Δ = + Δ                          (14) 

After evaluating the damage functions using equation (5), Damage is calculated 
by equation (4). Using the following set of parameters ( m1, m2, m3, m4, m5)=( 
0.05, 0.05, 0.05, 0.04, 0.03), the resulting damage distributions in one element of 
the damage zone (Fig.1) are shown in figure 2. Damage rate is so high that 
elements undergo very fast softening. To solve the localized aspect problem, 
spatial regularization should be applied. 

 

Fig. 2 Evolution of different damage modes without spatial regularization 
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Spatial regularization is simulated using this assumption; One element should 
diffuse damage to adjacent elements. To meet the outlined assumption, damage 

increment idΔ  is adjusted using the following formula: 

, ,( ))(1 exp )i t t i ta d d
i

t
d

τ
+ Δ− −ΔΔ = −                  (15) 

where a and τ  are  user-defined  scalars  allowing to spread  damage  over 
the  whole  work   piece. The new delocalized damage variable is given by: 

, ,delayedi t t i t id d d+Δ = + Δ                          (16) 

Equations ( 15 and 16) were implemented in the model. By maintaining the 
same set of parameters  ( m1, m2, m3, m4, m5)=( 0.05, 0.05, 0.05, 0.04, 0.03) and 

using : 41 0
t

τ
−Δ = ; a=1, Damage is distributed over the whole meshed area. All 

damage rates have decreased significantly (Fig.3). As a result, elements exhibit 
relaxed softening before getting removed from the structure. 

 

Fig. 3 Shows the spatial regularization effect on different damage modes 

The softness matrix is updated using the delayed damage variables so that the 
new stress tensor could be written as follows: 

1
t t t tSσ ε−
+Δ +Δ=

                              
(17) 

The following diagram ( Fig. 4)  demonstrates the implemented calculation 
method for the used behavioral law. The same algorithm is repeated each time 
increment. 
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Fig. 4 User-defined behavioral law proceeding diagram 

2.4 Results and Discussion 

For the numerical model based on equations (15 and 16), two sets of parameters 
were used. 

The first set of parameters is : 41 0
t

τ
−Δ = , a=1 and ( m1, m2, m3, m4, m5)= 

( 0.05, 0.05, 0.05, 0.04, 0.03). 
Figure 5 shows a highly delayed damage which causes the removal of 

significant chunks in the material (around 2 mm radius) and results in very poor 
cut surface quality. 

 

Evaluating the new strain rate ( Eq. 13)  

ε > cε  

Adjusting failure thresholds ( Eqs. 11&12) 

Evaluating failure criteria ( Eqs. 6-10) 

Calculation of damage functions (Eq. 5) 

Calculation of damage variables ( Eq. 4) 

Applying spatial regularization ( Eqs.15&16) 

Updating the softness matrix ( Eq. 3)  

New stress tensor t tσ +Δ  ( Eq. 17) 

True  

False  

t t+ Δ : effσ , εΔ  
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Fig. 5 Schematic view of transverse shear damage (d4) localized aspect prior to material 
removal 

 

Fig. 6 Resultant cutting forces 

Figure 6 shows negative values of the cutting forces at the beginning of 
simulation. As the tool moves forward, the elements resist the tool advance before 
getting massively extracted. After the first contact shock, the cutting forces 
stabilize. The prescribed parameters do not offer a realistic approach. Damage is 
over-delayed which generates oscillation problems. Therefore, a compromise is to 
be adopted when choosing values of the delaying parameters. 

Using 310
t

τ
−Δ = , a=1 and (m1,m2,m3,m4, m5)=( 0.5, 0.4, 0.5, 0.5, 0.2), the 

cavity aspect occurring in the middle 90° plies and commonly noticed during 
experimental tasks, is obtained by the numerical model as shown in figure 3. 

The formation of chips is not clearly noticed during this analysis due to the 
different material phases encountered by the cutting tool. Considering the 90° 
orientations, the cutting plane does not follow a regular pattern due to fiber 
excessive bending before failure. At the beginning of simulation, the 0° plies 
exhibit breakage in fiber, cracking in transverse and out-of-plane directions 
(respectively d1,d2,d3) as represented in figure 8. The 0° orientation elements fail 
by local compression after bending around the Z axis (Fig. 8 d1 ). The 90° 
orientation elements have not exhibited yet any damage mode. 

 

Chunk extraction 
b h i
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Fig. 7 Shows the 90° inner plies cavity aspect noticed in both numerical and experimental 
results 

 

 

Fig. 8 Extent of damage by breakage in fiber direction, cracking in transverse and  
out-of-plane directions and transverse shear damage (d1,d2,d3,d4 respectively) 

The adjusted parameters have moderated the resulting cutting forces (Fig. 9) 
which become qualitatively similar to the experimental ones. Compared to figure 
6, the horizontal force has dropped to around 100 N average. In fact, elements' 
resistance has decreased significantly. 
 

 

Fig. 9 Schematic view of the resultant cutting forces for the adjusted parameters 

d1 d2 

d3 d4 

Cavity 
t



www.manaraa.com

A Finite Element Model for the Orthogonal Cutting  425 

 

3 Conclusions and Future Work 

An explicit dynamic analysis is conducted in the present work. To make the model 
describe the damage diffusion in the material, a damage-delaying procedure is 
introduced. The trend study has succeeded to retrace the cavity aspect in the 90° 
inner plies. In the 0° plies, failure is mainly caused by breakage in fiber direction, 
cracking in transverse and out-of plane directions and transverse shear damage. 
Thus, Modified Matzenmiller failure criteria show ability to describe composite 
failure. As a future work, the coefficient coupling matrix can be reconsidered 
using an energetically based approach. 
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Abstract. Panels and shells with variously shaped cutout are often used in both 
modern and classical aerospace, mechanical and civil engineering structures. The 
understanding of the effects of cutout on the load bearing capacity and stress con-
centration of such plates/shells is very important in designing of structures. Finite 
element investigation is undertaken to study the stress analysis of plates with cen-
tral elliptical holes. In this study, the stress concentration factors (SCF) in cross-
and-angle-ply composite plates as well as in isotropic plates subjected to uniaxial 
loading is studied. The main objective of this study is to demonstrate the accuracy 
of present element for stress analysis of plates with central cutout. The varying 
parameters, such as cutout shape (circular or elliptical), hole sizes (a/b) or cutout 
orientations, which affect the stress distributions and SCF in the perforated plates, 
are considered. The numerical results obtained by the present element are com-
pared favorably with the analytic findings published in literature, which demon-
strates the accuracy of the present element. 

Keywords: finite element analysis, laminated composite plates, stress concentra-
tion, geometric singularity. 

1 Introduction 

Superior mechanical properties of composite materials such as high stiffness and 
strength to weight ratios caused it to be used increasingly in many areas of tech-
nology including marine, aerospace, automotive and others. In recent years, re-
searchers have put enormous efforts in order to analyze the stress distribution 
around circular and elliptical holes. Numerous investigators have attempted to 
calculate the SCF for different kinds of geometric discontinuity under different 
types of loads by using various methods (Wang and Qin 2012). 



www.manaraa.com

428 A. Khechai et al. 

Circular, elliptical, and rectangular cutouts are two-dimensional holes usually. 
For circular hole problems in finite field, there are some research results using 
approximate analytical methods (Louhghalam, A., et al 2011). However, research 
achievements about elliptical hole are relatively few in comparison with circular 
holes. 

One of the most powerful methods for the analytical calculation of stress distri-
bution and in particular SCFs around holes in an infinite elastic plate is the Musk-
helishvili conformal mapping complex variable method. The method is presented 
in detail in Muskhelishvili’s monograph (Muskhelishvili 1977) as well as in clas-
sical books on the theory of elasticity. Moreover, (Sharma 2012) obtained the 
general stress functions for determining the SCF around circular, elliptical and 
triangular cutouts in laminated composite infinite plate subjected to arbitrary bi-
axial loading at infinity by use of the Muskhelisvili’s complex variable method.  

While the complex variable method is very powerful in solving a wide variety 
of elasticity problems, it is complicated and must be reformulated for each type of 
far-field load. The other main class of methods for evaluating SCFs in plates is 
based on the finite element method. Many researchers have recently attempted to 
study the stress distribution around various shapes holes by using special finite 
elements (Nishioka and Atluri 1982), (Piltner 1985), (Chen 1993), (Pan and Yang 
2001), and (Wang and Qin 2012). (Khechai et al 2014) pointed out the effect of 
fiber orientation on the stress concentration around circular holes of single layered 
anisotropic plates and their failures by comparing the layer without a hole.  

The main purpose of this paper is to calculate the SCFs around circular and el-
liptical holes in thin isotropic, cross-and-angle-play laminated composite plates, 
subjected to uni-axial loading by using a quadrilateral finite element, previously 
developed by (Tati and Abibsi 2007) for the bending and mechanical buckling of 
laminated composite plates. To evaluate the performance of the proposed element, 
some numerical examples are considered in this study. The numerical obtained 
results are compared favorably with analytical results which demonstrate the  
accuracy of the present element. 

2 Finite Element Formulations 

The displacement field (Khechai et al 2014) according to the classical laminated 
plate theory, based on the Kirchhoff assumptions, is given by the followings 

0

0

0

( , , ) ( , )

( , , ) ( , )

( , , ) ( , )

w
U x y z u x y z

x
w

V x y z v x y z
y

W x y z w x y

∂= −
∂

∂= −
∂

=

                      (1) 
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where 0u , 0v  and 0w  are the mid-plane displacement components of the plate. 

The strain-displacement relations, including the large deformations, can be deter-
mined as 
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 (2) 

By adopting the classical laminate theory, the forces N  and moments resul-

tants M are related to the mid-surface strains
0ε  and to the curvatures k by 

0[ ] [ ]

[ ] [ ]
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B DM k
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= ⎨ ⎬⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦ ⎩ ⎭

                           (3) 

where [ ]A , [ ]B  and[ ]D  is the extensional, coupling and bending rigidity ma-

trix, respectively, which can be defined by 
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2

T 2

2
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h
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k

h

A B D Q z z dz
−

⎡ ⎤= ⎣ ⎦∫                      (4) 

with ijQ  are the coefficients of elasticity of a layer in the global coordinate 

system (x, y, z) of the laminate forming an angle θ  with the local coordinate 
system (1,2,3). The proposed element is a combination of an isoperimetric mem-
brane quadrilateral element and a first order Hermitian rectangular plate element 
of high degree of accuracy. The element has 4 nodes of 8 degrees of freedom 
each. The displacements state leads to 32 degrees of freedom by element with 8 

degrees of freedom by node and the resulting displacement vector { }q is 

{ }
2 2 2

2 2
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i i i
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The strain energy U of the element is 
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where 

{ } [ ]{ } { } [ ]{ }0 ,L kS q k S qεε = =                       (8) 

In which,{ }q ,[ ]Sε , and [ ]kS are the resulting displacement vector of the ele-

ment, the strain displacement matrix for membrane, bending, respectively. J
 
is 

the determinant of the Jacobian matrix. Based on the principle of minimum poten-
tial energy, the first variation provides the expression of the elementary stiffness 

matrix[ ]eK  
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(9) 

We would like to note here that more details on the finite element formulation 
are given in the work of (Khechai et al 2014). 

3 Numerical Results 

3.1 Infinite Isotropic Plate with a Centered Elliptical Hole under 
Arbitrary Uniaxial Tension 

In this study, an infinite domain is idealized by a large square domain with the 
side length 100 cm. The major axis of the elliptical hole is taken to be 2a and the 
minor axis is taken to be 2b. The laminated plate is selected as symmetrical about 
mid-plane. The thickness of each layer is 0.01cm. All of the thicknesses of the 
laminate are equal. 

The first study, for which exact solutions are available, is chosen to demon-
strate the accuracy of the present element. In this example, we analyze an infinite 
isotropic plate ( 200E = MPa, 80G = MPa and 0.25ν = ) with a centered 
elliptical hole subjected to arbitrary unidirectional tension, and the plane stress 
state is assumed. The exact analytical solution given by (Forest and Amestoy 
2004) for the circumferential stress around elliptical hole in isotropic plate sub-
jected to uniaxial loading inclined at angle φ with the x-direction Fig. 1, could be 

calculated as 
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Fig. 1 Square isotropic plate with a centered elliptical hole under inclined tension 

In the computation, a computer program was prepared for studying the stress dis-
tributions in isotropic plate with circular or elliptical holes by using the stress func-
tions given by Eq. (10). In the first example, isotropic plates with various aspect 
ratios a/b are chosen for validating the present element by comparing numerical 
results with available numerical and analytical solutions. The plates are loaded pa-
rallel to the y-direction. For different aspect ratio a/b, the maximum SCFs found by 
the present element, exact analytical findings given by Eqs. (10) and the numerical 
results, obtained by (Wang and Qin 2012) are tabulated in Table 1. 

Table 1 SCFs for different ratios of a/b 

Material Isotrope 

a/b 1 2 3 4 5 

Max Min Max Min Max Min Max Min Max Min 

Exact 3.00 -1.00 5.00 -1.00 7.00 -1.00 9.00 -1.0 11.00 -1.0 

Ref. [1] 3.01 - 5.01  - 7.01 - 9.02 - 11.02 - 

PE 3.00 -1.01 5.01 -0.99 7.05 -0.99 9.05 -1.0 11.11 -1.0 

Percentage 

error (%) 

0.00 0.60 0.12 0.50 0.67 0.30 0.53 0.30 1.00 1.10 

 
As presented in Table 1, it is found that the maximum relative error is just 1.10 

%, indicating that the present element can precisely capture the dramatic variation 
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of stress on the elliptical hole boundary and the accurately of the element is  
verified. 

3.2 Effect of Hole Sizes and Elliptical Hole Orientations on SCF 

After verifying the accuracy and efficiency of the element against the known cases 
in the literature, we study now the effect of the varying parameters, such as cut-out 
shape (circular or elliptical) holes, aspect ratio a/b and cut-out orientations, which 
affect the stress distributions and SCF in the perforated plates, the second example 
is an infinite isotropic plate, containing an inclined elliptical hole, subjected to 
uniform tension parallel to x-direction. The elliptical hole can have arbitrary orien-
tation such that the major axis of the cut-out is directed at angle β  with the  

x-direction Fig.2.  
 

 

Fig. 2 Square isotropic plate with an inclined elliptical hole under tension 

Since the plate is isotropic, the rotation of the elliptical hole and load angle has 
exactly the same effect on SCF (Rezaeepazhand, J. and M. Jafari 2010), consequent-
ly, the analytical solutions can be obtained using the Eq. (10). The size of the solu-
tion domain is selected to be the same as the square plate used in Example 1. For 
each plate, the varying parameters such as the elliptical orientations β = 0°, 30°, 

45°, 60° and 90°, or the hole sizes a/b=1, 2, 3, 4, 5, 9,which affect the stress dis-
tributions and the SCFs in the perforated plates, are considered. 

In order to compare the results found for different inclination angle β and for 

various aspect ratio a/b, the stress concentration coefficients, obtained by the  
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present element, are presented in Fig. 3. As shown in Fig. 3, it can be seen that the 
SCF is affected considerably by the inclination angle β . It is observed that, for 

different aspect ratio of a/b, the value of the SCF increases with the increasing of 
the inclination angle β . Also, the SCFs increase with the increasing of the aspect 

ratio a/b.  
 

 

Fig. 3 Variation of SCFs for different rotation angles of the elliptical hole 

For the maximum compressive stress, we can see that, for various aspect ratio 
a/b, the SCFs are not affected too much by the changes in β  and the SCFs are 

quite close. It is noticed that, the aspect ratio a/b=9 gives a maximum compressive 
stress equal to 2.53.  

3.3 Infinite Anisotropic Plate with a Centered Elliptical Hole 

The third numerical experiment is used to assess the ability of the present element 
for analyzing the stress concentration in cross-ply laminated plates containing 
circular and elliptical holes. In this example, isotropic, Glass-Epoxy 
( 1 47.4E = MPa, 2 16.2E = MPa, 12 7.0G = MPa and 12 0.26ν = ) and Graphite-

Epoxy ( 1 181.0E = MPa, 2 10.3E = MPa, 12 7.17G =  MPa and 12 0.28ν = ) com-

posite laminated are considered. The stacking sequence of the laminates is 
[0°/90°]s. The laminates are loaded parallel to the y-direction. The size of the solu-
tion domain is selected to be the same as the square plate used in Example 1.  
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For different ratio a/b=1, 2, 3, 4, and 5, the maximum SCFs obtained by the 
present element are presented in Fig.4. 

 

 
(a) 

 

 
(b) 

Fig. 4 Effect of a/b ratio on SCFs in (a) Glass-epoxy (b) Graphite-epoxy plates 0β = °
 

under y-axis tension 
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As presented in Figs. 4, the results demonstrated that the SCF is affected consi-
derably by the ratio a/b. The obtained results showed that the SCF increased li-
nearly with the increase of the ellipse major axis and minor axis ratio a/b. For the 
maximum compressive stress, we can see also that, for various aspect ratio a/b, the 
SCFs are not affected too much by the changes in a/b. From another hand, as ob-
served in Fig.4, forθ=90°, the maximum values for Glass-epoxy are found small-
er in comparison to those obtained for Graphite-epoxy laminate. 

4 Conclusion 

In this paper, a recently developed quadrilateral plate element [13] is used to eva-
luate the stress distribution in perforated isotropic and laminated composite plates 
with circular or elliptical cutouts. Numerical and analytical studies are conducted 
to investigate the effects of variation in cutout shape (circular and elliptical holes), 
cutout sizes (a/b) and hole orientation on the values of SCF in flat plate under 
uniaxial tension load. The results presented herein indicated that the SCF of perfo-
rated plates can be significantly changed using proper cutout shape (circular or 
elliptical hole), cutout sizes and hole orientation. It is observed that, the SCFs 
increases with the increasing of the ratio a/b and the inclination angle. For lami-
nated composite plates, the SCFs in Glass-epoxy laminate are less than the SCFs 
in Graphite-epoxy laminated. As a result of this investigation, we can see the all 
the obtained numerical results showed that the present element can effectively 
capture the dramatic variation of stress around elliptical hole. Hence, the present 
element can be employed to effectively evaluate the stress SCF associated with 
elliptical holes. 
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Abstract. In this study, the effects of the fiber loading, the coupling agent content 
and the amount of the absorbed humidity on the stress relaxation behavior of the 
PP/date palm fibers composite material were characterized, using a dynamic me-
chanical analyzer (DMA). The obtained results have indicated that the rate of 
stress relaxation decreases as the date palm fiber content increases. It is therefore 
suggested that the presence of the natural fibers in composite materials do not help 
polymer molecules to recover their original configurations, generally present in 
the polymer matrix before any mechanical loading. The use of the coupling agent 
was found to also reduce such rate, due to the improvement of the quality of adhe-
sion between the reinforcing phase and the polymer molecules. By increasing the 
amount of the absorbed humidity, a higher relaxation rate was obtained. This is an 
expected result since the presence of water molecules in composite materials en-
courages the relative movement (sliding) of polymer molecules, reducing there-
fore their recovering time and these can regain their initial configuration at a  
higher rate.  

Keywords: stress relaxation, polypropylene, date palm fiber, composite, coupling 
agent. 

1 Introduction 

In the recent years, a great interest has been given for the development of natural 
fibers, as a reinforcing phase in composite materials. It has been well recognized 
that these fibers offer interesting characteristics such as biodegradability and low 
densities, which allow a reduction of the weight of the natural fiber composite 
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materials. However, the main disadvantage of these fibers is their hydrophilic 
character (Saheb 1999), which could greatly affect their compatibility with some 
hydrophobic thermoplastic matrix and, consequently, leads to a significant de-
crease in the mechanical properties of natural fibers composite materials (Espert et 
al. 2002, Ashori and Sheshmani. 2010). Creep and stress relaxation are the two 
widely accepted test methods for the prediction of the long-term mechanical per-
formance of the composites. The stress relaxation behavior determines the dimen-
sional stability of load-bearing structures and the retention of clamping force for 
bolts fastened to composites (Mackenzie and Scanlan. 1984).The measurement of 
the stress relaxation is a very important aspect, since it represents the basic time-
dependent response of the material. The nature of the relaxation curves depends 
on many parameters and changes especially during the final stages. George et al. 

have studied the stress relaxation behavior of short pineapple-reinforced polyethy-
lene and found that the rate of relaxation decreases with fiber content and its 
amount decreases with strain level (George et al. 1998). Geethamma et al. have 
studied the relaxation response of short-coir-fiber-reinforced natural rubber com-
posite and concluded that the rate of stress relaxation can be influenced by the 
strain level, fiber loading, and fiber orientation influence in the composite mate-
rials. At a high strain rate, the rate of stress relaxation was found to be low be-
cause of the major contribution of elastic components in the system. The rate of 
relaxation was highest for the natural rubber compound, and it decreased with the 
coir fiber loading increase (Geethamma et al. 2004). Mirzaei et al. have analyzed 
the stress relaxation performance of HDPE based injection molded composites 
containing four types of natural fibers (i.e., wood flour, rice hulls, newsprint, and 
kenaf fiber) at 25 and 50 wt% contents. The results revealed that incorporating 
more filler results in less relaxation and also decreases relaxation rate. Based on 
the findings of this study, the composite containing 50% wood flour without com-
patibilizer exhibited the best stress-relaxation performance (Mirzaei et al. 2011). 
Pothan et al. have investigated the effect of the fiber loading and the chemical 
treatment on the stress relaxation behavior of banana fiber reinforced polyester 
composites. It was observed that the rate of stress relaxation was found to be at a 
maximum during the initial stages. The incorporation of the banana fibers in the 
polyester matrix reduces this rate and the highest reduction is reached with the 
highest fiber loading (Pothan et al. 2004). Similar results have been widely re-
ported in the literature (Jacob et al. 2006). However, reverse effects of natural 
fibers on the stress relaxation behavior have been obtained in the studies of Bhat-
tacharyya et al. The authors have noted that the increase of fiber volume fraction 
increases the rate of stress relaxation. Such effect can be attributed to the lower 
contribution of the fibers in stress transfer. In this case, instead of acting as rein-
forcements, the natural fibers act as flaws, reducing therefore the mechanical 
properties of the composite material (Bhattacharyya et al. 2006). 

As reported by Pothan et al., the application of chemical treatment on natural 
fibers and/or the addition of coupling agents lead generally to a decrease of the 
rate of stress relaxation. Such results can be associated with the improved fiber–
matrix adhesion due to better stress transfer and interlocking between the fiber and 
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the matrix after such modifications (Pothan et al. 2004). Wang et al. have investi-
gated the effects of fiber loading and chemical modification on the tensile and 
compressive stress relation behavior of wood flour/Polypropylene composite  
materials (Wang et al. 2011). It was found that the optimal loading level of a 
coupling agent for stress relaxation varied with the type of coupling agents and 
wood content. For the considered experimental conditions in this study, the optim-
al loading level for silane was 1.5% at 50% wood content and 2% at 60% wood 
content. The optimal loading level for MAPP was 2% at both wood contents.  

The effect of water ageing on stress relaxation of PP composite materials has 
not been vastly detailed in the literature Sreekala et al have noted that the water 
aging increased the relaxation of such materials. Such result may be due to the 
changes in the interface properties attained on ageing (Sreekala et al. 2001). 

The objective of this study is to assess flexural stress relaxation behavior of  
polypropylene/ Date palm fiber composites, consisting of different fiber and 
coupling agent contents, before and after physical ageing under various water 
immersion conditions.  

2 Materials and Experiments  

2.1 Materials  

Both a commercially available grade of isotactic polypropylene (PP) and natural 
date palm fibers were used in this study. The extraction procedure of these fibers 
is summarized in the reference (Alawar et al. 2009). Date palm fiber/PP granulates 
were processed by extrusion mixing, using a twin-screw extruder. The amount of 
the date palm fibers was 25 wt% and 50 wt%. Two amounts of maleic anhydride 
grafted polypropylene (MAPP) were considered is this study (i.e. 5 wt% and 10 
wt%). The obtained granulates were then injected to obtain short fiber composite 
plate. For convenience, samples molded without the use of MAPP will be referred 
as PP-25DPF. The others will be referred as PP-25DPF-5MA, PP-50DPF-5MA 
and PP-25DPF-10MA. 

2.2 Water Absorption 

The hygrothermal tests were performed by the immersion of all composite mate-
rials in distilled water during one month. Two different immersion temperatures 
are considered, i.e. 25°C and 65° C. The immersed samples were periodically 
taken out from the water and then weighed using an electronic microbalance (with 
a precision of 0.0001 g). 

2.3 Mechanical Behaviors  

Stress relaxation tests were performed using a dynamic mechanical analyzer 
(DMA). The measurements were carried out in a three point flexural mode using 
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rectangular specimens of dimensions 60mm x 10mm x 1mm. A controlled strain 
of 0.5% of the maximum strain, determined from a static flexural test, was applied 
during 2 hours. Both dry and aged specimens were considered for such mechani-
cal characterization.  

3 Results  

3.1 Effect of Fiber Loading  

Figure 1 shows the variation of the relative stress during the relaxation process 
(σt/σ0) as a function of the time (represented in a logarithmic scale), for different 
fiber contents (i.e. 0 wt% , 25 wt% and 50 wt%). In this figure, σt represents the 
stress at a particular time and σ0 in the initial stress. 

As can be seen, the plot for the neat PP is almost linear. Similar results have 
been reported in the literature (Flink and Stenberg, 1990). It was suggested that for 
the unfilled materials, only one relaxation stress mechanism can take place, due to 
the rearrangement of the polymer molecules to regain their original configura-
tions. By introducing date palm fibers, Figure 1, the relaxation process becomes 
much more complicated and can be divided into two steps. Different interpreta-
tions have been proposed in the open literature to explain such mechanism. Ac-
cording to Kar et al. (Kar et al. 2008), the stress relaxation behavior can be con-
trolled by two important mechanisms: physical and chemical. The physical stress 
relaxation effect consists in a molecular rearrangement, that is, the molecules re-
turn to their most stable conformation. Such mechanism happens due to the brea-
kage of the weak secondary Van der Waal’s forces, which constitute the intermo-
lecular interactions. As a result, internal relaxation occurs, and so the force (and 
stress) needed to sustain the constant strain decreases with time (Geethamma et al. 
2004). The chemical stress relaxation mechanism is produced by chain scission or 
cross link formation.  

Accordingly, each plot shown in figure 1 for the composites materials has been 
represented by two straight lines. The slopes of these lines and their cross times 
are summarized in Table 1. These slopes are proportional to the rate of stress re-
laxation. As can be seen, and for all composite materials considered in this study, 
the rate of relaxation is more important at the second step of solicitation. This 
result confirms those reported in the literature since it is suspected that during the 
first step, we are in the presence of the damage of both the intermolecular interac-
tions between the polymer molecules and the quality of the interface area between 
the fibers and the matrix. As the amount of such damage becomes significant, the 
polymer molecules will be free, resulting in an easier recovery and in an increase 
of the stress relaxation rate.  
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Fig. 1 Variation of σt/σ0 with the time of the neat PP and PP/DPF composites 

By comparing the results shown in table 1, it appears that the increase of the fi-
ber content decreases the rate of the stress relaxation. This is due to the fact that as 
the fiber content increases, the relaxation process of the polymer molecules be-
comes more and more hindered, decreasing therefore their relaxation rate. Con-
cerning the cross time, it tends to increase with the amount of natural fibers. This 
result supports our previous suggestions and clearly indicates that the introduction 
of the reinforcing phase in the composite materials delays the damage process 
(step 1), and this later should take much more time to be achieved. As a result, the 
cross time should increase. 

Table 1 Characteristics of the stress relaxation curves of neat PP and its DPF composites 

 Material  
Slope  Intercept  

Cross time (s) 
I II I II 

 Neat PP 0.2047 - 1.0116 - - 
PP-25DPF-5MA 0.1127 0.1357 1.0047 1.0479 158.5 
PP-50DPF-5MA 0.0506 0.0667 1.0024 1.0356 175.0 

 

3.2 Effect of Coupling Agent Content  

Figure 2 represents the effect of the coupling agent content on the stress relaxation 
behavior of PP reinforced with 25% by weight of date palm fibers. The main  
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characteristics (slopes and cross times) of the curves shown in this figure are re-
ported in the Table 2.  

 

Fig. 2 Variation of σt/σ0 with the time of untreated and treated PP reinforced with 25 
wt% DPF composite materials  

 
As can be seen, the increase of the amount of the coupling agent has increased 

the cross time and decreased the stress relaxation rate. This is an expected result 
since the increase of the amount of the coupling agent should improve the adhe-
sion between the fiber and the matrix at the interface area of the composite materi-
al. Hence, the damage in this area should be reduced during mechanical loadings. 
This in turn should reduce the stress relaxation rate of the polymer molecules in 
this area (Wang et al. 2011). As a result, the whole relaxation process (at the ma-
trix and at the interface zone) of the composite material should be reduced. 

3.3 Effect of Water Ageing  

It is well known that the presence of humidity in composite materials should affect 
their mechanical properties. For dry composites, it is generally accepted that these 
properties involve an ability for the chain molecules present in the matrix to slip 
past each other and it is well recognized that the more difficult is the slippage of 
the polymer molecules, the greater well be the mechanical performance. If the 
humidity or water, a rather reactive agent, reaches the interior of the composite 
matrix, it can react with the polymer chains, interfering with the intermolecular 



www.manaraa.com

Water Absorption and Stress Relaxation Behavior  443 

 

interaction, dissecting the branches of these chains. This will result in a great free-
dom of polymer molecules to slide over each other, and the water molecules can 
even lubricate the sliding motion of these molecules. Consequently, the mechani-
cal properties of the polymer composites should be reduced.  

Figure 3 shows the effects of the immersion temperature in distilled water on 
the stress relaxation behavior of the PP-25DPF-5MA composite material. The 
main characteristics of the plots shown in this figure are summarized in Table 2. 
Two main conclusions can be drawn from this table: (i) the cross time is reduced 
and (ii) the rate of the stress relaxation is increased as the amount of the absorbed 
humidity increases. Similar results have been reported by Sreekala et al (Sreekala 
et al. 2011). In this study, it is believed that the stress relaxation becomes much 
shorter and easier due to a combined effect of a damage at the interface area be-
tween the polymer and the natural fibers by the increase of the amount of the ab-
sorbed humidity, and the sliding process discussed above. Results shown in table 2 
also indicate that relaxation process is longer as the coupling agent content in-
creases. This confirms the role of such agent in the composite material, improving 
the adhesion of the matrix and the fibers and reducing its eventual damage during 
a subsequent mechanical loading.  

 

Fig. 3 Variation of σt/σ0 with the time of unaged and aged PP-25 DPF-5MA composite 
materials 

A comparison of the effects of the coupling agent content before and after wa-
ter ageing is shown in Table 2. It is clear from these values that the stress relaxa-
tion behavior of the PP-25DPF-10MA composite is less affected by the water 
absorption process, as compared to the one observed for the PP-25DPF material. 
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Such result clearly indicates that the increase of the amount of the coupling agent 
in the composite materials improves the quality of fiber/matrix adhesion, reducing 
therefore both the water absorption and the relaxation behaviors of these materials 

 

Table 2 Characteristics of the stress relaxation curves of treated and untreated PP/ 25 DPF 
composite before and after water ageing at different temperatures 
 

Material 
Immersion 

temperature 
(°C) 

Slope Intercept Cross 
time (s) I II I II 

PP-25DPF 

Dry 0.1173 0.1449 1.0049 1.0617 148.0 

25 0.1290 0.1785 1.0060 1.1120 138.5 

65 0.1520 0.2085 1.0112 1.1260  63.1 

PP-25DPF-5MA 

Dry 0.1127 0.1357 1.0047 1.0479 158.5 

25 0.1235 0.1700 1.0050 1.1060 142.0 

65 0.1403 0.1978 1.0101 1.1233  70.8 

PP-25DPF-10 MA 

Dry 0.1058 0.1242 1.0044 1.0355 195.0 

25 0.1127 0.1472 1.0060 1.0793 144.5 

65 0.1357 0.1863 1.0104 1.1072  81.8 

4 Conclusion 

The effects of the fiber loading, the coupling agent content and the amount of the 
absorbed humidity on the stress relaxation behavior of the PP reinforced date palm 
fiber composite materials have been investigated in this study. The main results 
can be summarized as follows:  

- The rate of the stress relaxation decreases as the amount of the fiber in-
creases. This was attributed to the fact that that the presence of the 
natural fibers in composite materials do not help polymer molecules to 
recover their original configurations. 

- As the coupling agent content increases, the rate of stress relaxation de-
creases, due to the improvement of the interfacial adhesion between 
the PP matrix and the natural fibers. 

-  The water ageing leads to an increase of the rate of stress relaxation. 
Basically, the presence of water molecules in the composite materials 
increases the free volume between the polymer molecules, encourag-
ing therefore their recover to their original configurations.  
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Abstract. The aim of this paper is to present a method to control the Adam robot 
which is a platform provided by two arms designed to bring out the role of the 
arms and the trunk during the compensation of external disturbances. This method 
is based on using the brushless DC motor EC 40 and the IPOS4808 driver; a new 
member of the iPOS family of Technosoft intelligent drives. The programming of 
the drives is done with TML (Technosoft Motion Language); a high-level lan-
guage that can program complex motion profiles for the intelligent drive/motor to 
execute independently. The required movements and accelerations of the arms 
parts necessary to maintain the stability of the robot are determined using the in-
verse dynamic modal .This paper shows also the way to implement a network be-
tween the drives to simplify the communication between then and the PC.  

Keywords: Robotic, Control, Brushless, Driver, TML. 

1 Introduction 

There are several types of actuators in robotic arms which can be classified on two 
types: the synchronous Actuator  (Brushless, DCmotor, Stepper and Brushed DC 
motor) and the asynchronous Actuator (Traction motor, AC servo motor, pneu-
matic and hydraulic) (Vinod 2013). Concerning the robot Adam, It is motorized 
with a brushless DC motor EC 40. This motor is used on different robots like the 
Hubo robot manufactured by the Korea Advanced Institute of Science and Tech-
nology, also we found this motor installed on the technology firm Xi’an Chaoren 
Robots. Many surgical manipulators are also equipped with this motor. The robot 
Adam contains two arms and each one had three motors EC 40 and each motor is 
controlled by an IPOS 4808. The TML CAN network is implemented to connect 
the drivers together and also to connect them with the host (the PC). 

2 Presentation of ADAM Robot 

The considered robot named Adam is a 9 degree of freedom. It was manufactured 
in the Electromechanical System Labotaory (LASEM). It weights 12 kg for a 48 
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cm height. It comprises a chest, two arms, two forearms and two pliers. The six 
motors EC 40 are mounted on the arms of the robot. The first step in our project 
was the creation of some typical simulation examples in different fields of robotics 
by using the VRML so that we create a virtual word showing the motion of the 
arms. The second step is to command this robot practically using the drives and 
TML libraries. This robot was designed to show the role of the arms in the com-
pensation of an external force applied on the trunk. 

 

 

Fig. 1 ADAM robot  

3 Presentation of Adam Robot 

The robot is initially stable and the external forces are applied to destabilize it. 
These perturbations are detected by means of a force sensor located at its recessed 
point. The goal is to maintain, at this point, the components of the effort torsor 
equal to zero and Fy equal to the weight of the robot. To maintain the stability of 
the biped robot submitted to external disturbances for a vertical posture, the ap-
proach was based on research of the motions to do, with instant compensation; the 
different parts of the trunk used for the stabilization and therefore deduce the 
needed compensation efforts for the stabilization of the robot (Zaoui et al. 2009).   

In what follows, the body Ci (i = 61, 71, 62, and 72) represents the pats of the 
two arms used to compensate the external disturbances. We start by writing the 
equations of the dynamics of each candidate's body mechanism in its clamping 
point. 
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Fig. 2 Modelling of the robot ADAM 

The dynamic equations of the upper part of the robot are developed using the 
Newton-Euler formulation. The efforts applied to the trunk located on point O0 
are given by 
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After the elimination effort in the connections using essentially the mutual ac-
tions principle, we can write the following system of equations: 

The system of equations (1) can be put in the following form: 
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With: 
 

  • )O,i(h 0 : Derivation of element Ci angular momentum calculated at point O0. 

 • T
zyx0 ]F,F,[FF = and T

zyx0 ]M,M,M[M = : Efforts exerted by the frame on 

C0 at point O0. 

 • 
T

iziyixi ]P,P,P[P =
(i=0..5) : External forces applied respectively to C0, C1, C61,  

C71, C62, et C72 (C0 and C1 are the elements in contact with the external environ-
ment  of the robot). 

 • iγ : Acceleration of the Ci elements. 

4 EC 40 Motor Description 

The brushless DC motor provided in this paper is the EC 40 40 mm, 120 Watt 
from Maxon motors. The order number of the motor is 118896. The parameters 
used in the modeling are extracted from the datasheet of this motor with corres-
ponding relevant parameters used. Find bellow in table 1 the major extracted pa-
rameters used for modeling task. 

Table 1 EC 40 parameters 

Parameters Value 

Nominal voltage 42 V 

No load speed 10400 rpm 

No load current 258 mA 

Nominal speed 

Starting current                                         

9290 rpm 

33.5 A 

Max. efficiency 

Terminal resistance phase to phase 

84 % 

1.25 Ω 

Terminal inductance phase to phase                     0.319 mH 

 
The mathematical model of the EC 40 motor is modeled on the parameters 

from table 1. This is illustrated bellow: 

                          (3)
 

With:  

 



www.manaraa.com

Multi-axis Robotic Arm Control  453 

 

ke is the phase value of the EMF (voltage) constant; also there is a relationship 
between ke and kt ; using the electrical power ( left hand side) and mechanical 
power (right hand side)equations; that is : 

   

                                 

(4) 

Therefore G(s) becomes:    

                    (5) 

5 Command of the EC 40 by the IPOS 4808 Driver 

The iPOS4808 is part of a family of fully digital intelligent servo drives, based on 
the latest DSP technology and they offer unprecedented drive performance com-
bined with an embedded motion controller. It is  suitable for control of brushless 
DC, brushless AC (vector control), DC brushed motors and step motors, the 
iPOS4808 drives accept as position feedback incremental encoders (quadrature or 
sine/cosine) and linear Halls signals (IPOS 4808 BX CAN, Technical reference, 
Technosoft 2013). 

All drives perform position, speed or torque control and work in single, multi-
axis or stand-alone configurations. Thanks to the embedded motion controller, the 
iPOS4808 drives combine controller, drive and PLC functionality in a single com-
pact unit and are capable to execute complex motions without requiring interven-
tion of an external motion controller. Using the high-level Technosoft Motion 
Language (TML) the following operations can be executed directly at drive level 
 • Setting various motion modes (profiles, PVT, PT, electronic gearing1 or cam-
ming1, etc.). 

 • Changing the motion modes and/or the motion parameters.  
 • Executing homing sequences. 
 • Controlling the program flow through TML interrupts generated on pre-defined 
or programmable conditions (protections triggered, transitions on limit switch or 
capture inputs, etc.). 
• Waits for programmed events to occur. 
• Performing data transfers between axes.  
• Controlling motion of an axis from another one via motion commands sent be-
tween axes. 

 
The brushless motor is controlled using Hall sensors for commutation. It works 

with rectangular currents and trapezoidal BEMF voltages. Scaling factors take into 
account the transmission ratio between motor and load.  
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Fig. 3 Brushless motor commanded by IPOS4804 

The driver IPOS 4808 works with parameters and variables represented in the 
drive internal units (IU). These correspond to various signal types: position, speed, 
current, voltage, etc. Each type of signal has its own internal representation in IU 
and a specific scaling factor. 

 

 

Fig. 4 EC40 connection 
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6 Programming the IPOS 4808 Driver by the Technosoft 
Motion Libraries (TML) 

The Technosoft Motion Language (TML) is a high-level language allowing to: 

 • Setup a drive built with Motion Chip II for a given application 
 • Program and execute motion sequences 
 •Describe the application configuration (as motor and sensors type) 
 • Select specific operation settings (as motor start mode, PWM mode, sampling 
rates, etc.) 
• Setup the controllers’ parameters (current, speed, position), etc. 
• Due to a powerful instruction set, the motion programming in TML is quick and 
easy even for complex motion applications. 

6.1 CAN Connection 

In multiple-axis configurations, each axis (drive) needs to be identified through a 
unique number the axis ID. This is a number between 1 and 255. The axis ID is in-
itially set at power on by reading the Motion Chip II analogue input lines 
ADCIN10 to ADCIN14, as follows: 

 •Axis ID = 255 if all the analogue inputs ADCIN10 to ADCIN14 are high; 
 •Axis ID = 1 to 31, if at least one of the ADCIN10 to ADCIN14 inputs is low 

The CAN network requires a 120-Ohm terminator.  Apart from the Axis ID, 
each drive has also a group ID. The group ID represents a way to identify a group 
of drives, for a multicast transmission. Each drive can be programmed to be mem-
ber of one or several of the 8 possible groups. When a TML command is sent to a 
group, all the axes members of this group, will receive the command.  

 

 

Fig. 5 CAN connection 
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6.2 Messages Types of CAN Bus Communication 

The CAN-bus communication offers the possibility to work on a semi-duplex 
network like in a fullduplex one. The CAN controller automatically solves the 
conflicts that occur while two axes try to transmit messages in the same time. In 
an RS-485 network, such an event usually corrupts both messages, while in a 
CAN-bus the higher priority message always wins. The lower priority message is 
automatically sent after the transmission of the first message ends. Hence, in a 
CAN bus network, all the limitations mentioned for RS-485 are eliminated. 

The CAN-bus communication protocol is based on two types of messages: 

 • Type A: Messages that don’t require an answer (a return message). In this cate-
gory enter for example the messages containing commands for parameter settings, 
commands that start or stop motion execution, etc. 
 • Type B: Messages that require an answer. In this category enter the messages 
containing commands that ask to return data, for example the value of TML  
parameters, registers, or variables 
 

 

Fig. 6 Multiple axes CAN network 
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7 Conclusion 

This paper showed the importance of the upper part in the stabilization of the ro-
bot in the presence of external disturbances. We used the TML and the driver 
IPOS4808 to set various motion applications, change the motion modes, execute 
homing sequences and also perform data transfers between axes. Due to a power-
ful instruction set, the motion programming in TML is quick and easy, even for 
complex motion applications. The result is a high-level motor-independent pro-
gram which once conceived may be used in other applications, too. 
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Abstract. This paper deals with an analytical approach based on the inverse dy-
namic model to maintain the stability of the ADAM robot in the presence of ex-
ternal disturbances. The stabilization is carried out with a trunk having 7 degrees 
of freedom. For a vertical posture of the robot, the arms of ADAM are used to 
compensate the external three-dimensional efforts applied to the robot. This study 
presents the simulation results of the dynamic behavior of the robot in the pres-
ence of external disturbances. During the simulation, this study enabled us to  
determine on-line the required movements and accelerations of the arms parts  
necessary to maintain the stability of the robot.  

Keywords: Robot, Dynamic, Arms, Disturbances. 

1 Introduction 

When developing a useful humanoid robot, one of the main problems to be solved 
is the stability of bipedal robots. In more advanced robots: QRIO (Nagasaka et al. 
2004), ASIMO (Sakagami et al. 2005), HRP-2 (Mike et al. 2006), KHR-3 
(HUBO) (Woo et al. 2006), WABIAN-2 (Omer et al. 2005) and BHR-02 (Jie et al. 
2006), stability control during walking is based on the well-known ZMP approach.  
In this context of biped stability, much research has focused on the importance of 
the upper part of the biped robots and on its utility during walking or during han-
dling tasks. (Sabourin et al. 2006) developed the robustness of the dynamic walk 
of a biped robot subjected to disturbing external forces by using CMAC neural 
networks. The implementation of a neural network in the RABBIT robot made it 
possible for it to walk at a given speed and to compensate external disturbances 
applied to the robot. (Sentis and Khatib 2006) describe all the components  
of a behavior-oriented whole-body control framework, based on task prioritiza-
tion. They establish three distinct control categories: constraints (contacts, joint 
limits, balancing), operational tasks, and postures. Based on this framework they 
have built a task-oriented behavior architecture which is now being implemented 
in the ASIMO robot. (Renner and Bhenke 2006) proposed a method to detect  
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instabilities that occur during omni-directional walking. The model takes the gait 
target vector into account. They estimate model parameters from a gait test se-
quence and detect deviations of the actual sensor readings from the model later on. 
(Zaoui et al. 2009) proposed a new approach based on the synergy between the 
dynamic motion of balancing masses and arms to reject large disturbances applied 
to the upper part of a bipedal robot. During simulation this study determined on-
line, the required movements and accelerations of the robot’s upper elements ne-
cessary to maintain the robot’s stability. In this context, the objective of this work 
is to study the stability of the robot, subjected to an external disturbance. In this 
study, simulation tests are made on the trunk of ADAM. 

This paper is broken down into sections as follows: in section 2, we introduce 
the modeling of the robot ADAM. The dynamics equations of the trunk are devel-
oped in the presence of external disturbing forces. Section 3 is dedicated to the 
simulation of the dynamic behavior of the ADAM’s robot subjected to disturbing 
forces in a vertical posture of the robot. In section 4, to prepare the experimental 
validation of simulation results, the development of virtual interface for the robot 
ADAM is presented. Then, the simulations of the dynamic behaviour of the robot 
ADAM are presented using SimMechanic software. Finally conclusions and future 
developments of this work are presented.  

2 Modeling of Adam’s Robot 

The robot is a simple original mechanism having 7 dofs: 7 rotational movements 
(Fig.1).  

The element C1 is connected by a rotational joint (R) to the body C0. Each arm 
is connected to the body C1 and has three degrees of freedom, 2 rotary joints on the 
shoulder and 1 rotary joint on the elbow.   

The External forces Pi =[Pix, Piy, Piz]
T 

(i=0..5) are applied respectively  to the bod-
ies C0,C1,C61,C71, C62, and C72. The angles α, β and δ are variables (0...30°) and al-
low us to choose an initial configuration for the two arms. The sagittal plane of 
trunk R3P is (O0,X0,Y0) and the frontal plane is (O0,Y0,Z0).  

2.1 Method 

The dynamic equations of the upper part of the robot are developed using the 
Newton-Euler formulation. The efforts applied to the trunk located on point O0 are 
given by: 
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With: 

• )O,i(h 0 : Derivation of element Ci angular momentum calculated at point O0. 

• T
zyx0 ]F,F,[FF = and T

zyx0 ]M,M,M[M = : Efforts exerted by the frame 

on C0 at point O0. 

• 
T

iziyixi ]P,P,P[P =
(i=0..5) : External forces applied respectively to C0, C1, C61,  

C71, C62, et C72 (C0 and C1 are the elements in contact with the external environ-
ment  of the robot). 

• iγ : Acceleration of the Ci elements. 

Direct and inverse kinematics are obtained using DH parameters modified by 
Khalil –Kleinfinger for arborescent open linkages. 

 

 

Fig. 1 Modeling of the robot ADAM subjected to the external forces Pi (i=1..5) 

The motion equations based on the Newton-Euler formulation are calculated for 
each element Ci (i= 61, 71, 62 and 72) of the robot at the rigid support point O0. 
They can be written in the following form: 
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 (2) 

With: 
• q,qq, : Position, velocity and acceleration of the joint. 

• Lge and Lin: Geometrical and inertial parameters of R3P mechanism. 
Elements Ci (i= 61, 71, 62 and 72) represent the mobile masses which are used to 
compensate the external disturbances.  

2.2 Modeling of the Robot ADAM 

Modeling and simulation of the dynamic behavior of the robot ADAM subjected 
to disturbing forces using the ADAMS software are given by Figure 2. 

 

 

Fig. 2 Arms instantaneous compensation 

The system (2) is solved to calculate the 6 accelerations to be generated to instan-
taneously compensate the external forces applied to the robot. The general state 
equation (GSE) used to compute the motion of the elements is built as follows: 

• T
121 ]x,....x[X = : Vector of the system state:

                     

721272116210629528527

716715614613512511

qx,qx,qx,qx,qx,qx

qx,qx,qx,qx,qx,qx

======
======  

• T
221 ]u,....u[U =  : Input vector of the system whose components are Fx, Fy, Fz, 

My, Pix, Piy, Piz (i=0..5). 

 

 



www.manaraa.com

Simulations of the Dynamic Behavior of the Robot ADAM 463 

• T
726252716151 ]q,q,q,q,q,q[Y =  : Output vector of the system. 

• .g],L,L,L,L,a,a,a,a,a,a,a,a,a,a,[mL T
432143210302011312110..4)(i i == parameter vector 

3 Simulation of the Robot ADAM Subjected to Disturbing 
Forces with Adams Software 

3.1 Method 

During a simulation, the following operations are carried out: 

• Extraction of the initial components (at t=0) of efforts from the rigid support 
point of the trunk: Fx= 0N, Fy = trunk weight, Fz = 0N, Mx = 0 Nm, My = 0 Nm.   
And Mz = 0 Nm.     
And at each sample time: 

• System (2) resolution and double integration using GSE formulation which 
yields the values of the components of the output vector: desired joints variables 
q51, q61, q71, q52, q62 and q72. 
• Application of the control law for the torque applied to each joint of the model. 
Components extraction of the generalized forces at rigid support point O0 of 
mechanism R3P. 

In a real application, a 6 axis DELTA F/T force sensor IF - 330 – 60 transducer 
located between the trunk and the robot waist is used to measure Fx, Fy, Fz, Mx, My, 
Mz. Thus the external forces can be calculated by the difference between the forces 
just before and during the disturbance. 

During the simulation of the dynamic behavior of the robot, a PD controller is 
used to compute joint torque based on the current state and the desired motion. The 
PD controller determines the output torque according to the difference between the 
desired state dd q,q and the current state qq,  (respectively positions and veloci-

ties vector) Where the design Kpi and Kvi are respectively called position and ve-
locity gains, are symmetric positive definite and suitably selected.    

)qq(K)q(qKτ idiviidipii −+−=                 (3) 

Finally, based on the values of the external forces detected by the sensor, we apply 
for each joint of the model the corresponding torque in order to maintain stability 
e.g.  Keep Fx =0, Fy = trunk weight, Fz =0, Mx= My = Mz  = 0Nm. 
The model of each external force is represented in Fig.3. 

 



www.manaraa.com

464 Z. Chiheb, J. Tarek, and M. Aref 

 

Fig. 3 External forces model 

The external force is applied between t1=0.75s and t2=1s. It increases from 0 
until the selected maximum amplitude F, then the force is maintained for 0.05s 
and finally it decreases from F to 0.  

3.2 Three-Dimensional Disturbance Compensation Results in a 
Vertical Posture of the Robot 

For this example the external forces is applied to the element C1 during 0.25 
second. The modeling of the robot and the external force are carried out. The first 
simulation is carried out without compensation: the robot rocks and falls down just 
after the application of the disturbance. The same simulation is carried out with 
compensation of the external forces using the 6 dofs of the arms to preserve bal-
ance. The movements of the arms solved by the GSE required to stabilize the ro-
bot are used in the control law. See (Fig. 4) 

 

 

Fig. 4 Compensation of P1 

4 Development of Virtual Interface for the Robot ADAM 

4.1 Method  

In this case, the software SimMechanic is used to simulate the stabilization of the 
robot in presence of external disturbances forces. SimMechanic’s diagrams 
represent the physical interaction existing between two bodies. Geometrical and 
inertial proprieties of each body are introduced.  
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ADAM’s arm is modeled by five blocks. The first joint bloc is between the 
ceilings and the rod, the second one is between the bodies arm. Bloc body actuator 
and bloc body sensor are added to respectively exercise torque and take position 
and speed measurements. 

Solidworks’s traductor export body’s inertia to create the appropriate Sim-
Mechanics’s element. To create SimMechanic model and VRML interface, every 
mechanism’s body is described by declaring: (landmarks, inertial proprieties, type 
of links and initial values of the variable for every link). (Fig. 5 and 6) 

 

 

Fig. 5 SimMechanic model 

 

Fig. 6 VRML interface 

4.2 Development of ADAM’s Graphic 

Reality Toolbox, another tool of Matlab is used to animate en 3D in a virtual envi-
ronment SimMechanic’s model. Figure 7 present the blocks used to simulate 
ADAM’s behavior in presence of perturbations. 

At each sample time, system (2) is solved and double integration using C++ 
program which yields the values of the components of the output vector: desired 
joints variables q51, q61, q71, q52, q62 and q72. 
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During the simulation of the dynamic behavior of the robot, a PD controller is 
used to compute joint torque based on the current state and the desired motion. 
The diagram bellow present the blocks used to simulate output torque (Fig. 8). 
 

 

Fig. 7 Blocks motion 

 

Fig. 8 Output torque blocks 

Tow simulations are presented, the first one the robot is subjected to distur-
bance in the sagittal plane (OXY) (Fig. 9). The movements carried out by the two 
arms to compensate the external force. The second one the robot is subjected this 
time to frontal disturbance applied in the frontal plane (OYZ) this time only the 
movements carried out by the right arm compensate the external for (Fig. 10). 
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Fig. 9 Compensation of the sagittal perturbation 

 
 
 
 
 
 
 

 

Fig. 10 Compensation of the frontal perturbation 

5 Conclusion 

The aim of our work, using the dynamic simulation of the virtual mockup of 
ADAM, was to show the importance of the upper part in the stabilization of the 
robot in the presence of external disturbances. The current arms of the ADAM ro-
bot are a 6R six rotational movements. A method was developed to calculate the 
movements and the accelerations of the parts of the trunk for the instantaneous 
compensation of the external forces. The study showed the importance of arms for 
stabilization in the case of large disturbances. Another important point developed 
in this paper was the interest of the global synergy between the arms to reject large 
disturbances applied to the upper part of a bipedal robot. Future work will consist 
in experimental validation of simulations results and their different limits to coun-
teract external disturbances during various tasks and handling. 
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Abstract. This paper deals with the analytical modeling and the analysis of the 
orientation error of the RAF translator due to the clearances in the joints. This 
model is presented in an analytical form, which allowed to the designer the influ-
ence of clearance in revolute and spherical joints on the orientation error in the 
whole workspace. Based on this model, we also developed an algorithm to map 
the pose error within the workspace of the manipulator. 

Keywords: Translational parallel manipulator, Kinematics, statics, joint clear-
ance, orientation error 

1 Introduction 

One of the main advantages of Parallel manipulators (PMs) is the high accuracy, 
high stiffness, and high load carrying capacity compared to serial manipulators. 
However, this accuracy can be altered by link dimension tolerances (Binaud et al. 
2010; Al-Widyan et al. 2011), joints clearances (Innocenti 2002; Parenti-Castelli 
and Venanzi 2005; Chebbi et al. 2009) or a combination of both (Wu and Rao 
2004; Chaker et al. 2013). These problems cannot be avoided unless all sources of 
errors have been identified and integrated in dedicated computational methods. 

To identify and predict the effect of the clearance in the joints, several methods 
are used in the literature. The probabilistic methods used in (Chaker et al. 2013) to 
determine the pose error of the platform in the workspace due to the clearance in 
the joints. (Chebbi et al. 2009; Innocenti 2002; Parenti-Castelli and Venanzi 2005) 
use deterministic methods in order to determine the effect of the clearance on the 
accuracy of the end-effector. 

In this work, we present an analytical model that expresses the orientation error 
as a function of the nominal pose, the external load applied to the platform, the 
structural parameters and the joints clearances. The advantage of having an analyt-
ical model is the ability to investigate the effect of each parameter of the robot  
in the overall orientation error of the platform. In particular, we showed analytical-
ly that the clearance in the joints of the parallelogram structure, of the passive 
legs, is the main source of the orientation error. A quantitative evaluation of the 
contribution of some of the parameters is also determined. This model can help the 
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where  corresponds to the force transmitted by the j-th spherical pair of the i-th PKL and Hij is a matrix that relates the reaction forces transmitted by the j-th 
joint of the i-th PKL to the external  load , applied to the platform.  

 
 
Let , be the unit vector of the force , which can be written as: 

                                   (2) 

Thus, the change of the pose caused by the clearance in the spherical joint is given 
by the following vector: 
 ∆ ε.                                       (3) 

 
where ε corresponds to the magnitude of the vector ∆ . 

According to Eqs (2 and 3), the change of the pose caused by the clearance in 
the spherical joint can be written as: 
 ∆ .. . ε                              (4) 

3.2 Local Pose Error of the Revolute Joint 

The reaction forces and moments transmitted by the revolute joints (deter-

mined by static analysis) is equivalent to three contact forces , , ,  and , . 
• ,  and ,  are orthogonal to the joint axis and it is applied at points M  

and M , respectively (Fig. 3); 
• , , has the same direction as the axis of the revolute joint (Fig. 3). 
The expression of these contact forces are given as follows: 
 , ,

, ,, . ,
                 (5) 

 
where  is a unit vector along the axis of the revolute joint and , , ,  are 
3x6 matrices and ,  is 1x6 matrix. These matrices allow the calculation of the 
three contact forces , , ,  and C ,  for a given wrench , which is the one 

transmitted by the j-th revolute joint in the i-th PKL. 
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Thus, the platform pose error due to the clearance in all the joints is given by: 
 ∆ ∑ ∑ T. ∆                         (9) 
 
where n  is the number of joints in the i-th PKL. 

4 Distribution of the Orientation Error within the Workspace 

In this section, the distribution of the orientation error of the manipulator, caused 
by the joints clearances, is presented. The orientation error around the  axis 
(θ ) is caused by the joints clearances in the first PKL, while the orientation errors 
around  and (θ  and θ ) are caused by the joints clearances in the second 
PKL. 

The desired workspace, where the pose error is presented, is a cube defined by: 
 200 ,  200 and 200  600. 
 
The architectural parameters of the manipulator and the characteristics of the 
spherical and revolute joints are given in Table 1 and Table 2. 

4.1 Distribution of the Orientation Error Caused by the 
Clearance in the Joints of the First PKL 

Figure 4 presents the distribution of the orientation error θ , caused by the clear-
ances in the joints of the first PKL in two cross sections of the workspace (   200 ). Table 3 presents the contribution of each joint clearance type to the to-
tal error θ . The external load applied to the platform is a unit torque around the 

-axis. 
One can conclude that the variation of θ  in the desired workspace is mainly 

caused by the clearance in the joints forming the parallelogram. Table 3 presents 
the contribution of each joint clearance type to the total error θx.  

Table 1 Architectural parameters of the RAF manipulator 

l2 [mm] l3 [mm] S  S  S  S  

400 400 [-500 0 0]T [0 -500 0]T [-300 0 0]T [0 -300 0]T 

Table 2 Characteristics of the revolute and spherical joints 

Revolute joint 
 
 

Spherical joints 

εa [mm] 
εd [mm] 
λ [mm] ε [mm] 

0.01 
0.01 
30 

0.01 
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5 Conclusion 

This work deals with the analytical modeling of the orientation error caused by the 
joints clearances in the passive legs of the translational PM-RAF. The orientation 
error of the manipulator was determined in an analytical form. We showed, in par-
ticular, that the orientation errors of the RAF were mainly caused by the radial 
clearances in the revolute joints forming the parallelogram structure of the passive 
legs. These results can help the designer allocate the functional joint clearance 
without affecting the manipulator cost and its accuracy. In particular, reducing the 
clearance in the joints forming the parallelogram is the most effective solution to 
improve the accuracy of this type of parallel manipulators with parallelogram 
structure. 
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Abstract. This paper deals with the dynamic modeling of the 3-UPU parallel ro-
bot based on the Lagrangian formalism. The reduced inverse dynamic model gives 
the actuators forces as function of only the active variables and the manipulator 
load. The closed loops equations are used in order to eliminate the passive coordi-
nates from the equations of motion as well as the Lagrange multipliers. This type 
of model can be useful for the control of parallel robots.  

Keywords: 3UPU manipulator, dynamics, Reduced model, Lagrangian formalism. 

1 Introduction 

Over the last decades, parallel manipulators have received increasing attention by 
researchers. Compared with the serial robots, the parallel ones have some special 
characteristics as greater rigidity, high stiffness, better accuracy and larger dynam-
ic charge capacity (J. Cazalilla et al 2014). Serial manipulators have also many 
advantages as large workspace and simple mechanical structure (Stefan Staicu 
2009). The dynamic formulation of manipulators can be established by Newton-
Euler approach or Lagrange Formalism. In the Lagrangian formalism, the mechan-
ical structure of the manipulator is incorporated, the coordinates and velocities are 
presented, and then the Lagrangian equations of motion are established (Leila No-
tash and Amin Kamalzadeh 2007). This method is suitable for the robot control 
because it provides only the actuator forces. The complexity of this approach is 
the closed loop chains nature of the parallel robot (Yunjiang Lou et al 2011).  

In this paper, the reduced inverse dynamic model that gives the actuators forces 
as function of only the active variables and the manipulator load is developed in 
closed form. we present the structure of the robot 3-UPU in section1. In section2, 
we develop the Lagrangian method in order to find the robot motion equations. In 
section3, we will present the reduced inverse dynamic model that describes the ac-
tuator forces of robot based on the equations of closed loop chains. Finally, some 
concluding and remarks are presented. 
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2 Structure of the 3-UPU robot 

The 3-UPU (universal–prismatic–universal) is a translational parallel robotic ma-
nipulator, where the moving platform is connected to the base by three legs. It has 
a closed-loop structure and it has a symmetrical mechanism composed of three ki-
nematical chains of variable length, all connecting the base to the moving platform 
(S.M. Varedi et al 2009).The universal joints are passive and only the three pris-
matic joints are actuated (A.-H. Chebbi et al (2009). We can consider the passive 
universal joint as two revolute joints with concurrent axes. Since the platform mo-
tions are only translations, some geometrical conditions have to be imposed. The 
outer revolute joint axes of each leg are parallel and the two intermediate revolute 
joint axes are also parallel (Ping Ji and Hongtao Wu 2003). The centers of the uni-
versal joints connected the base, as well as the moving platform, can be arranged 
as an equilateral triangle placed at 120° each other (Fig.1). 
 

 

Fig. 1 The 3-UPU manipulator 

The considered mechanism can be represented in Fig.1.  
( , , , )b b b b bR O x y z is the reference frame attached to the base 

( , , , )p p p p pR O x y z  is the reference frame attached to the platform 

br and pr  are the radius of the base and the radius of the platform respectively 

il length of the ith leg 

The centers of the universal joints connected to the fixed platform are denoted 
by iB , also the centers of the moving platform are denoted by iP . W1i andW2i are 

the two rotating axes of the bottom universal joint in the ith branch limb (i= 1, 2, 
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3), while W3i and W4i are the two rotating axes of the top universal joint of the 
limb. Consequently, 1iθ , 2iθ  , 3iθ and 4iθ  are the rotation angles around its cor-

responding axis. 
Due to the special structure of the 3-UPU manipulator, there is a relation between 

these angles (L.W. Tsai 1996): 

1 4 , ( 1, 2,3)i i iθ θ= − =     (1) 

2 3 , ( 1, 2,3)i i iθ θ= − =     (2)  

3 Inverse Dynamic Modeling of the 3UPU Robot  

3.1 The Lagrangian 

The Lagrangian is the difference between the kinematic energy and the potential 
energy of all the moving parts of the mechanism:                

L K U= −
     

(3) 

K is the total kinematic energy of the manipulator 
U is the total potential energy of the manipulator 
Since the robot has a symmetrical structure, the geometry of the three actuators is 
identical: um  and lm  are the masses of the upper and the lower part of each ac-

tuator. l is the length of each part which are chosen to have the same length. 

0lI  and 0uI are the inertia matrix respectively of the lower and the upper part of 

the actuator ( 1, 2,3)i = . These matrices can be expressed as (k=u, l):   

1 1 1

0

/ ( , , , )

²
0 0

12
²

0 0
12

0 0 0

ki ki i i i

k

k
k

R G x y z

m l

m l
I

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠                (4)

 

Since the friction force is ignored, the kinetic and potential energies can be ex-
pressed as follow:  

 

3 3

1 1
p aui ali

i i

K K K K
= =

= + +∑ ∑
                 

(5)
 

pK is the platform kinematic energy 

aliK is the kinematic energy of the actuator lower part of the ith leg  

auiK is the kinematic energy of the actuator upper part of the ith leg  
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1
( ² ² ²)

2pK M x y z= + +
                      

(6)
 

/ 0 /

1
² 1/ 2

2 li b b

T
ali l G li R l li RK m V w I w= +

               
(7)

 

/ 0 /

1
² 1/ 2

2 ui b b

T
aui u G ui R u ui RK m V w I w= +                (8) 

x, y, z are the centre coordinates of the moving plateform in the global frame, M is 
the masse of the loaded moving platform, liG   is the center of gravity of the lower 

actuator part, uiG is the center of gravity of the upper actuator part. ijw  is the an-

gular velocity of the actuator corresponding part ( 1,2,3)i = . 

The potential energy of the whole system is: 
3 3

1 1
p ali aui

i i

U U U U
= =

= + +∑ ∑
                 

(9)  

pU is the platform potential energy       

aliU is the potential energy of the actuator lower part of the ith leg ( i=1,2,3) 

auiU is the potential energy of the actuator upper part of the ith leg ( i=1,2,3) 

The Lagrangian of the system can be expressed by: 
3

2 1 1 2
1

3

2 1 2
1

1 2 1

1 1 1 1 1
( ² ² ²) ²( )²(1 cos ² ) ²( )²(cos ² )

2 8 3 8 3
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1 1
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d d
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θ θ θ
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i

l i i i
i

l
z m
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θ θ

θ θ

=

=

+

+ −

∑

∑
g  is the gravitational acceleration 

3.2 Inverse Dynamic Modeling of the 3-UPU 

The Lagrangian formulation allows us the equations of motion. For the 3-UPU ro-
bot, the dynamic equations can be written as follow [7]:   

6

11 11

( ) j
j

ji ii

d L L

dt

τ
λ

θ θθ =

∂∂ ∂− =
∂ ∂∂ ∑

                 
(11)   

6

12 22

( ) j
j

ji ii

d L L

dt

τ
λ

θ θθ =

∂∂ ∂− =
∂ ∂∂ ∑  

                
(12) 

6

1

( ) j
i j

ji ii

d L L
F

dt l ll

τ
λ

=

∂∂ ∂− = +
∂ ∂∂ ∑   

                
(13) 
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6

1

( ) j
extX j

j

d L L
F

dt x x x

τ
λ

=

∂∂ ∂− = +
∂ ∂ ∂∑                    (14)                              

6

1

( ) j
extY j

j

d L L
F

dt y y y

τ
λ

=

∂∂ ∂− = +
∂ ∂ ∂∑                    (15)                              

6

1

( ) j
extZ j

j

d L L
F

dt z z z

τ
λ

=

∂∂ ∂− = +
∂ ∂ ∂∑                    (16)                              

iF and extF are respectively the actuator forces and a general external force applied 

to the platform. 

jτ are the independent closed loop equations which there number is given by: 

1 2ln pγ = − + =
                      

(17)                              

Where ln and p are respectively the number of the mechanism joints and the 

number of the robot rigid bodies. 
These equations are: 

1 1 1 1 2 2 2 2 0b p p bO B B P PO O P P B B O+ + + + + =  
                      

(18)                              

2 2 2 2 3 3 3 3 0b p p bO B B P P O O P P B B O+ + + + + =
                      

(19)                             

These two vectorial equations can be written as 6 scalar equations: 

1 21 2 22 2( ) sin sin ( ) cos( ) 0b p b pr r l l r rθ θ α− + − − − =  
                       

(20)                             

 1 11 21 2 12 22 2sin cos sin cos ( )sin( ) 0b pl l r rθ θ θ θ α− + − − =
                   

(21)                             

1 11 21 2 12 22cos cos cos cos 0l lθ θ θ θ+ =  
                       

(22)                              

2 2 22 3 23 3( ) cos( ) sin sin ( ) cos( ) 0b p b pr r l l r rα θ θ α− + − − − =
            

(23)                            

2 2 22 12 3 13 23 3( )sin( ) cos sin sin cos ( )sin( ) 0b p br r l l r rpα θ θ θ θ α− − + − − =
     

(24)        

2 12 22 3 13 23cos cos cos cos 0l lθ θ θ θ+ =  
                       

(25)                              

From these equations, the actuator forces can be expressed by:    
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3.3 Reduced Inverse Dynamic Model 

To determine the actuator forces, we develop the reduced inverse dynamic model 
based on equations (27, 28, 29). Thanks to the closed loop equations, we can ex-
press the passive variables function of the active variables only as presented in the 
Appendix. 
The proposed algorithm is implemented under Maple®. 

 

 

 

 

 

 

 

  

Fig. 2 Algorithm of reduced inverse dynamic model 

4 Case Study 

The considered geometric parameters of the robot are represented in Table1. 

Table 1 Geometric parameters 

Parameters 
br (m) pr (m) lm (Kg) um (Kg) M(Kg) l(m) g(m/s²) 

Value 0.02 0.01 2 1 10 0.04 9.8 

 

For a trajectory of the platform given by 0, 0, 5x y z t= = = , due to the symmetric-

al structure of the 3-UPU robot, we get the same actuator force given by:  

42 , ( 1, 2,3)iF N i= =
                      

(29) 

    Structure of the 3 

The Lagrangian 

Lagrangian Formalism Closed loop equations 

  Motion equations 

Reduced inverse dynamic model 
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For an arbitrary path of the moving platform given by 5 , 5, 5x t y z= = = , we will 

have the following actuator forces: 
 

 

Fig. 3 The actuator forces (x=5t, y=5, z=5) 

5 Conclusion  

In this work, we have presented an inverse dynamic formulation for the 3-UPU 
parallel manipulator. This gives the actuators forces as function of only the active 
variables and the manipulator load. Using the closed loop equations, the passive 
coordinates are eliminated and the actuator forces are given only as function of ac-
tive ones. Different paths are imposed to the platform and some simulation results 
are given. 
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Appendix 

1 ( )² 2( ) ² ² ²L rb rp rb rp x x y z= − − − + + +
             

(30)                              

2 ( )² 3( ) ² ² ² ( )L rb rp rb rp y x y z rb rp x= − − − + + + + −
              

(31) 

3 ( )² 3( ) ² ² ² ( )L rb rp rb rp y x y z rb rp x= − + − + + + + −
              

(32) 

11 arctan( ), )
( ² ² ( ² ²

y z

y z y z
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+ +                   
(33) 

12

( ) 3 2
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)
( 4 ² 4 ² 3( )² 4( ) 3 )

rb rp y

y z rb rp rp rp y

z

y z rb rp rp rp y

θ − −=
− − − − − + −

−
− − − − − + −

            
(34) 

13

( ) 3 2
arctan( ,

4 ² 4 ² 3( )² 4( ) 3 )

)
4 ² 4 ² 3( )² 4( ) 3 )

rb rp y

y z rb rp rp rp y

z

y z rb rp rp rp y

θ − += −
+ + − + −

+ + − + −

          
(35) 

21
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− − − + + +

− −−
− − − + + +
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)
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rb rp x
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rb rp rb rp y y z
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− − − + + + + −

− − + − − −
−

− − − + + + + −

      
(37) 

23

( ) 2
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( )² 3( ) ² ² ² ( )

3( )² 4( ) 3 4 ² 4 ²
)

( )² 3( ) ² ² ² ( )

rb rp x

rb rp rb rp y y z x rb rp x

rb rp rb rp y y z

rb rp rb rp y y z x rb rp x

θ − +=
− + − + + + + −

− − − − − −
−
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(38) 
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Abstract. Finite Element (FE) analysis has been performed on the repre-
sentative volume element of piezoelectric composite actuators with Interdigi-
tated Electrodes (IDE). In these investigations, the effect of the IDE geometry
on the deformation performances and the failure hazards, due to field concen-
trations, is modeled. These numerical models take into account local details
such as complicated electrode patterns, local variations of the poling direction
due to curved field lines and the existence of the electrodes. Numerical simu-
lations show that the novel electrode designs can significantly ameliorate the
micro-strain by selecting the appropriate geometrical parameters. Moreover,
the developed results demonstrate that the electrical field concentrations, in
case of newly electrode edge, can be highly decreased, allowing to reduce the
risk of premature failure of the piezoelectric actuator. These proposed models
are compared to previously classical models, which dont take into account
local details.

Keywords: Actuation, Piezoelectric, Interdigitated Electrodes, Finite Ele-
ment Analysis.

1 Introduction

During the past decade, many investigations have been conducted on appli-
cation of smart materials to build effective and compact actuators. Several
small, powerful, and reliable actuators using piezoelectric ceramic materials
have been invented, e.g. Active Fiber Composite and Macro Fiber Composite
(Bent et al. 1995; Wilkie et al. 2000).

c© Springer International Publishing Switzerland 2015 489
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II,
Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_49



www.manaraa.com

490 A. Jemai et al.

Previously, Different mechanisms were utilized for the active components
but approaches using piezoelectric actuators are very common. The con-
ventional set-up of actuator, in which the piezoelectric sheet is poled in
thickness direction, used the transverse piezoelectric effect. Unfortunately,
the conventional piezoelectric films present several integration difficulties for
applications requiring a complex geometry. In addition, due to the ceramic
brittleness, this material has a limited stroke, which limits actuation capabil-
ities to a small value when used as actuator. In this case, the use of a piezo-
electric composite characterized by a polymer matrix in which piezoelectric
material inclusions are embedded, generally in fiber form, is in many cases
a good compromise between effective electromechanical coupling capabili-
ties and mechanical flexibility. In 1992, Bent and Hagood (1995) developed
a new piezoelectric composite known as Active-Fiber Composites (AFC),
which consists of PZT fibers with circular cross-section embedded into an
epoxy matrix and sandwiched between two sets of Interdigitated Electrodes.
A similar composite, Macro Fiber Composite (MFC) was also developed at
NASA Langley Research Center, where PZT fiber have a square cross section
obtained by dicing a PZT wafers (Wilkie et al. 2000). These particular de-
signs are characterized by their flexibility and large deformation capabilities,
in addition to the use of the higher d33 coefficient particularly for bending
motion.

Moreover, the multi-phase construction of these piezoelectric composites
yields a more robust actuator easier to integrate into laminate composites.
Also, the use of IDEs allows AFC and MFC to develop high forces and dis-
placements. The majority of models treating piezoelectric actuator using IDE
are based on FE analysis because of the complexity of modeling the electric
field. Bowen et al. (2006) presented FE analysis and optimization of AFC
actuator assuming that it is uniformly poled in the longitudinal direction.
Beckert et al. (2003) developed FE analysis with an inhomogeneous poling
state via a two-step processing in order to examine first the electric field dis-
tribution, which determines the local poling state in the AFC, and second the
electric field distribution updated according to the new polarization. Paradies
and Melnykowycz (2010) also developed FE analysis to study the influence of
stress concentrations in the regions below the electrodes. The numerical de-
veloped model accounted for the electrode and fiber materials. Later, Jemai
et al. (2013) proposed novel d33mode active piezoelectric actuators by chang-
ing the section of the electrodes. Also, they gave parametric analysis in order
to study the effect of the section of electrode on both micro-strain and elec-
tric field concentrations. These numerical models didnt take into account the
presence of electrode, the local variation of polarization on the piezoelectric
elements and the interaction of the fiber and the matrix phases. Although the
influences of these local details have been found to be rather small in many
studies, the models considering the local effects are highly useful for a better
understanding of the behavior of piezoelectric actuators using Interdigitated
Electrodes.
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In this paper, we present advanced numerical models of the Interdigitated
design for piezoelectric actuators with different cross-sections of electrode.
These proposed models account for both electrode patterns and local polar-
izations and neglect the interaction between both fiber and matrix phases.
Various Interdigitated Electrode maps (classical, triangular and cylindrical
electrodes) were investigated and compared between them.

2 Finite Element Modeling

The d33-mode piezoelectric composite cantilever beams using various cross-
sections of Interdigitated Electrodes are studied to optimize the generating
strain. By ignoring the influence of edge effects at the physical ends, the actu-
ation cantilever beam can be decomposed into repeating unit cells of identical
behavior. Finite Element models of the representative volume elements (RVE)
with different cross-sections of electrode are highlighted, as shown in Fig. 1. A
coupled field analysis was undertaken. The FE models are simplified as two-
dimensional models. By ignoring the influence of interaction between fiber
and matrix phases, these RVEs are modeled as monolithic material (PZT-
5A). The electrodes material is considered. The electrode is made of 80% of
Copper and Epoxy. The materials properties are represented in Table 1 and
2. The electrodes are modeled explicitly and the positive electrical potential
was applied directly on nodes located at the surface of contact between elec-
trode and piezoelectric materials. The appropriate mechanical and electrical
boundary conditions are imposed, as shown in the Table 3. This element
is set to plane strain conditions. The geometrical parameters of the consid-
ered RVEs are the half-electrode separation d/2 and the half-PZT thickness
h/2. The geometrical parameters of classical and circular electrode patterns
are respectively the half-width L/2 and the radius R. a and b/2 represent
respectively the short-edges along y and x-axis of triangular electrode.

Fig. 1 RVEs of novel electrode designs with appropriate dimensions and Finite
Element meshes

In this work, we consider two different FE models. The first represents the
classical model (CFEM), in which the piezoelectric material is fully poled in
the x-direction. This simplification is exclusively adequate for the case of large
electrode separations (Bowen et al. 2006; Jemai et al. 2014). The second FE
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model (AFEM) accounts for the local variations of the poling direction, due
to curved electric field lines resulting from the complicated electrode pattern.
The poling process simulation was realized by two steps (Beckert et al. 2003;
Paradies and Melnykowycz 2010). In the first step, the electric field lines are
computed with non-polarized and the poling vector aligned with the x-axis
in all finite elements. In a second step, the poling direction in each element is
aligned with the electric field lines. So, the updated piezoelectricity in each
element is implemented by rotating the local coordinate system according
to the polarizations direction within that element. Moreover, the material
becomes partially (or fully) poled depending on the intensification of the
electric field on that element.

Table 1 Material Property Data For Polarized and Non-Polarized PZT-5A used
for the Finite Element Analysis

Material properties Polarized PZT-5A Non-Polarized PZT-5A

ρ (Kg/m3) 7500 7500
C11 (GPa) 120 88
C12 (GPa) 75.2 37.7
C13 (GPa) 75.1 37.7
C33 (GPa) 111 88
C44 (GPa) 21 25.1
C66 (GPa) 22.4 25.1
e13 (GPa) −5.2 −
e33 (GPa) 15.8 −
e15 (GPa) 12.3 −
εT11/ε0 1730 1000

εT33/ε0 1700 1000

Table 2 Material properties for electrodes Material used for the finite element
analysis

Material property Value

E (GPa) 90
ν 0.3
ε/ε0 4.25

Therefore, we define the following poling strength factor X to determine
the poling state in an element:
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X = 0 if |E| ≤ EC

X =
E − EC

ES − EC
if EC ≺ |E| ≺ ES

X = 1 if |E| ≥ ES

(1)

which EC and ES are the coercive and saturation field values, respectively.
The coercive field value is equal to 0.8kV/mm. The saturated field value is
approximately double the coercive field value.

Table 3 Boundary conditions of displacement, electrical potential and electrical
displacement applied to the RVE

Surface number Mechanical conditions Electrical conditions

1 Symmetry Dx = 0
2 Symmetry Dy = 0
3 Ux coupled V = 0V
4 Free V = +V

2
on electrode and Dy = 0

The different local properties of the piezoelectric material are defined as:

CE
ij =

(
CE,P

ij − CE,UP
ij

)
X + CE,UP

ij

εTij =
(
εT,P
ij − εT,UP

ij

)
X + εT,UP

ij

eij = X ePij

(2)

where CE,P
ij , εT,P

ij and ePij are the fully poled stiffness, permittivity and piezo-
electric constants, and are the unpoled stiffness and permittivity constants,
respectively.

If the local electric field is lower than the coercive field value, the material
remains the beginning state (non-polarized material). However, if the local
electric field is higher than the coercive field value, the material becomes
partially poled and when it reaches the saturation field value, it becomes
fully poled. The developed poling process simulation was implemented in
the ANSYS Parametric Design Language (APDL) in order to calculate the
electric field in each element and the generating strain in the longitudinal
axis of the whole substrate. The procedure is summarized in Fig.2.

2.1 Parametric Study and Finite Element Analysis

2.2 Finite Element Analysis

Now, we move to investigate the effect of the electrode width, electrode sepa-
ration and substrate thickness on the strain developed in the x-direction per
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Fig. 2 Flow-chart for the electric field evaluation in piezoelectric elements with
IDE

unit applied voltage. Finite Element results summarizing the distribution of
the electric field and the x-strain within RVEs with different electrode pat-
terns are presented in Fig.3 and Fig.4.

Fig. 3 Vector plots of electric field distribution within the modeled RVE of an IDE
structures with three different electrode-configurations
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Fig. 4 contour plots of the x-strain distribution within the modeled RVE of an
IDE structures with three different electrode-configurations.

These simulations confirm that the electric field distribution within each
RVE is nonhomogeneous and anisotropic (Jemai et al., 2013; Jemai et al.,
2014). In these last works, we demonstrated that the intensification of the
electric field near the electrode is lower when the circular electrode pattern
is used. Therefore, the risk of premature failure, due to the breakdown volt-
age, may be expected to decrease. Moreover, the electric field strength be-
tween two consecutive electrodes is higher when the circular electrode is used.
Therefore, the actuation capabilities are greater and the x-strain may be ex-
pected to increase.

2.3 Parametric Analysis

In the next, we give a comparative study between the classical and advanced
models in order to study the effect of the local variation of the polarization,
due to the variation of the strength of the electric field, resulting from the
different complicated electrode patterns (e.g. rectangular and circular elec-
trodes). Although the local details have been found to be rather small in
many studies, the Finite element analysis with considering these influences
can be useful for a better under-standing of the behavior of piezoelectric ac-
tuators using Interdigitated Electrodes with novel shapes of electrode. More
importantly, the stress concentrations which occur in the regions below the
electrode fingers can be have an important influence on the actuation ca-
pabilities, as can be demonstrated by (Paradies and Melnykowycz, 2010).
Therefore, the variation of the electrode finger shape can be have a great
influence on the local stress concentration, as well as the generating strain of
the whole piezoelectric beam.

2.4 Effect of PZT Thickness

Our results, showing the effect of PZT thickness on the developed x-strain
of RVEs with different novel electrode patterns (triangular and circular elec-
trodes), are presented in Fig. 5. In this analysis, the PZT thickness was
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varied, while the electrode separation and electrode width remained constant
(R = b/2 = 2μm and d/2 = 100μm). As can be shown from Fig.5, as the
PZT thickness is increased, the strain per unit applied voltage decreases. Sec-
ondly, the RVE with circular electrode generate more strain, for high values
of PZT thickness. However, for its low values, the same x-strain is observed
for different cases of electrode pattern. More importantly, by considering the
local variation of polarization within RVEs, we can note that the x-strain
is reduced, especially for high values of PZT thickness. In fact, when the
PZT thickness is increased, the strength electric field between two consecu-
tive electrodes is reduced, thus the low portion of piezoelectric becomes fully
polled and the x-strain is expected to reduce.
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Fig. 5 The effect of PZT thickness h on the generating deformation for different
electrode patterns, by using two FE models (R = b/2 = 2μm and d/2 = 100μm).

2.5 Effect of Electrode Width

Now, we move to study the effect of the electrode width on the strain output
of the devices with novel electrode patterns. Numerical results summariz-
ing the effect of electrode width are presented in Fig. 6. In this analysis,
the electrode width was varied, while the electrode separation and substrate
thickness remained constant (h/2 = 50μm and d/2 = 10μm).

From Fig.6, we can easily note that as the triangular electrodes width in-
creases, the developed strain decreases. In addition, for high values of the
electrode width, we can observe the same values of the strain output. How-
ever, when the circular electrode is used, non-monotonic behavior is observed.
The strain output reaches approximately the maximum value at the half of
the substrate thickness. More importantly, for relatively low values of elec-
trode width for each device, discrepancy between the classical and advanced
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Fig. 6 The effect of electrodes width R or b/2 on the generating deformation for
different electrode patterns, by using two FE models (h/2 = 50μm and d/2 =
10μm)

model is observed. This is can be explain by the fact that as the electrode
width is reduced, the strength electric field is decreased, thus the piezoelectric
material becomes more unpoled.

2.6 Effect of Electrode Separation

The more important parameter to be examined for optimization is the elec-
trode finger separation. Numerical results summarizing the effect of electrode
separation are presented in Fig. 7. In this analysis, the electrode separation
was varied, while both electrode width and substrate thickness remained con-
stant (R = b/2 = 50μm and h/2 = 100μm). By neglecting the local details,
the behav-ior of the strain output with changing the electrode spacing is
monotonic. However, when the local variation of the polarization, as well as
the material properties are considered, the behavior of the strain becomes
non-monotonic, especially for triangular electrode pattern.

In fact, by using the classical model, the generating strain decreases with
the increasing of the electrode spacing, for each electrode pattern. When the
advanced model is used in Finite Element analysis, the behavior of the strain
is qualitatively the same, exclusively when the circular electrode is used.
However, the behavior of the strain becomes qualitatively and quantitatively
different, when the device uses triangular electrode. Indeed, as the electrode
spacing increases, the strength electric field decreases and the high portion
of piezoelectric material becomes non-polarized, thus the strain drastically
drops for high values of electrode spacing. Furthermore, besides of the fact
of the great majority of piezoelectric material underneath the electrode (the
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Fig. 7 The effect of electrode spacing d on the generating deformation for different
electrode patterns, by using two FE models (R = b/2 = 50μm and h/2 = 100μm).

death zone) is non-polarized, the poling direction of the whole device is ap-
proximately adjusted and aligned with the transversal axis. Therefore, the
strain in the longitudinal direction is lower compared to the classical model
(in which the poling direction is longitudinal), especially for low values of
electrode spacing.

3 Conclusion

In this paper, we have developed a numerical parametric analysis of the in-
terdigitated design for piezoelectric actuators by using Finite Element anal-
ysis. Modelling of the interdigitated electrode structure on a PZT-substrate
for different shapes of electrode has given an insight into how the strain
response is affected by electrode width, substrate thickness and electrode fin-
ger separation. Different numerical models, which have taken into account
the existence of the electrode and local polarization due to the variation of
the electric field, were developed. Classical numerical models, in which the
polarization is aligned with the x-axis and the PZT material is fully poled,
were also developed and used to give a comparative study.
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Abstract. We investigate the dynamics of electrically actuated Micro and Nano 
(Carbon nanotube (CNT)) cantilever beams implemented as resonant sensors for 
mass detection of biological elements. The beams are modeled using an Euler-
Bernoulli beam theory including the nonlinear electrostatic forces and the added 
biological elements, which are modeled as a discrete point mass. A multi-mode 
Galerkin procedure is utilized to derive a reduced-order model, which is used for 
the dynamic simulations. The frequency shifts due to added mass of Escherichia 
coli (E. coli) and Prostate Specific Antigen (PSA) are calculated for the primary 
and higher order modes of vibrations. Also, analytical expressions of the natural 
frequency shift under dc voltage and added mass have been developed. We found 
that using higher-order modes of vibration of MEMS beams or miniaturizing the 
size of the beam to Nano scale leads to significant improved sensitivity. 

Keywords: Mass detection, Resonator, MEMS, CNT, E. coli, PSA. 

1 Introduction 

Previously, several methods have been utilized in mass detection of chemical and 
biological elements, such as static deflection where the mass variation is detected 
by measuring the microstructure deflection due to the adsorbed mass(Wu et al. 
2001). An alternative and more attractive approach, in terms of sensitivity is that 
the MEMS device can operate in dynamic mode in order to oscillate round its 
natural frequency (Park et al. 2010), (Dohn et al. 2005). 

The resonance frequency of a MEMS device is very sensitive to the adsorbed 
mass onto the surface. For specific detection, MEMS have a functionalized 
surface with specific antibodies in order to attract the targeted pathogens. A 
change in mass of the MEMS biosensor is originally from the antigen antibody 
binding, which results in a change in the natural frequency. Several studies have 
been presented to study the frequency shift in micro cantilever beam formass 
detection (Souayeh and Kacem 2014), (Elishakoff et al. 2010), (Aboelkassem  
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The nondimensional variables in (1) are 

     

(2)

 

Where b the width, h the thickness, l the length, E the effective young’s 
modulus, A b h the cross-sectional area, I the moment of inertia, ρ the 
material density and c the viscous damping coefficient. 

The nondimensional boundary conditions for a cantilever structure are 

     

(3)

 

2.2 Natural Frequency Shift under a DC Voltage 

In this section, we develop an analytical expression of the natural frequency shift 
of a cantilever mass sensor actuated with a dc voltage. Toward this, we split the 
beam deflection into a static component and a dynamic component ,                , ,                                                   4  

We substitute (4) into (1) and drop the damping and the higher order terms. We 
keep only linear terms in ,  to get the linearized equation: 

 , 1 , 2 1 , 5  

 
Next, we rewrite ,  as:  
 , ,                                        6  
 
We substitute (6) into (5) 
 

, 1 2 1 7  

 
Next, we apply a one-mode Galerkin approximation to extract an analytical 

expression for the natural frequency in the presence of added mass and under the 
electrostatic force  where k is 1, 2, ... , n. 

We replace  ,  , multiply the resulted equation by the mode 
shape , and integrate from 0 to 1. The outcome is as below: 
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(8)

 

Where , is the natural frequency shifted by the dc voltage and the added 
mass, ,  is the nondimensional natural frequency of a cantilever beam. 

is the static deflection of the beam which is function of the applied voltage. 
In (8) we can see the contribution of the dc voltage in the frequency shift  

1                                              9  

 
The expression of the natural frequency of a cantilever beam under a dc voltage 

with added mass is represented in (10) 
 

,  ,1                                    10  

2.3 The Reduced-Order Model 

To simulate the forced vibration response of the cantilever beam due to the ac and 
dc actuation, we discretize (1) and (3) using the Galerkin method to get a reduced-
order model (ROM) (Ouakad and Younis 2010) and apply the beam’s linear 
orthonormal modeshapes.The deflection of the cantilever beam is approximated as 

                                                       ,                                                  11  

Where are the normalized linear undamped trial mode shapes of 
cantilever beam satisfying the boundary conditions, and  is the 
nondimensional modal coordinates. 

2.4 Dynamics Response to DC and AC Loads 

In this section we study the dynamic behavior of the cantilever beam due to 
combined dc and ac harmonic loads near the primary resonance of the first three 
natural frequencies of the beam. We usethree mode approximations and show 
results for different values of dc and ac voltages and for different masses from 
picogram to nanogram. In the dynamic analysis, we use long time integration of 
the reduced-order model equations of motion. Table 1 shows the geometrical and 
material properties of the beam under consideration.  
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Table 1 The geometrical properties of the studied micro-beam 

Symbol Quantity Dimensions [

L Length 500  

h Thickness 3  

b Width 50  

d Gap 3  

E Young’s modulus 166  

ρ Density 1400  

2.5 Results and Discussion 

The E. coli has been chosen as an attached mass Ms. The weight of a single E. coli 
is almost one picogram (10-15Kg). In Table. 2, a significant improvement in 
frequency shift was achieved by operating the cantilever microbeam in the third 
bending mode.The simulated frequency response curves have been obtained using 
the Runge–Kutta methodof the reduced-order model. 

a)
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Fig. 2 Frequency shift of a) the 1st mode, b) 2nd mode and c) 3rd mode as function of  
E. coli 
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Fig. 2 (continued) 

In Fig. 3) a, we plot the frequency response of the micro-beam operating in the 
first mode, we found that at least 100 E. coli ( 0.1%) is needed to observe a 
frequency shift of 35 Hz. Then, to get a significant frequency shift of 180 Hz the 
number of E. coli should reach 500 ( 0.5% ). A load of 2  and 0.5  hase been used to simulate the 1st mode. In Fig. 3) b, we operate the 
micro-beam in the second mode shape. We choose 4  and 2  for 
the simulation. We observe that 10 E. coli could be enough to reach 30 Hz of 
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frequency shift and 120 Hz for 50 E. coli. In Fig. 3) c, one can note that the 3rd 
mode is more sensitive than the 1st and the 2nd modes where we can reach 66 Hz 
of frequency shift with just 10 E. coli. In conclusion, operating the micro-beam in 
higher mode of vibration leads to an increase in the frequency shift and a 
reduction in the effective mass. 

Table 2 Comparison of the frequency shift as function of E. coli for 3 modes 

Number of E. coli 1st Mode [Hz] 2nd Mode [Hz] 3rd Mode [Hz] 

0 0 0 0 

1 0 12.0129811 24.0259623 

10 0 30.0324528 66.07139622 

20 0 36.0389434 132.1427924 

30 0 60.0649057 204.2206792 

50 0 120.129811 363.6243422 

100 35.43829434 240.259623 725.1793566 

200 72.07788679 482.235453 1440.113422 

500 180.194717 1230.98108 3580.783553 

To use (9), a static analysis has been done to calculate the value of the 
embedded integral , for each value of voltage VDC we get a static deflection of 
the beam.  

Table 3 Comparison of the numerical and analytical frequency shifts for a) 1st mode,  
b) 2nd mode and c) 3rd mode  

a) 

Number of E. coli Numerical [Hz] Analytical [Hz] Difference [%] 

0 0 0 0 

1 0 0 0 

50 18.0194717 20.0841428 15.66 

100 35.43829434 40.1111037 13.18 

200 72.07788679 79.9944414 11 

500 180.194717 198.300081 10 

b) 

Number of E. coli Numerical [Hz] Analytical [Hz] Difference [%] 

0 0 0 0 

10 30.03245283 25.248223 15.9 

50 120.1298113 126.096659 4.9 

100 249.2596226 251.833529 1 
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Table 3 (continued) 

c) 

Number of E. coli 

0 

10 

20 

30 

By comparing the num
difference is from 1% t
reference value to calcula
the frequency sweep. To 
though it is time consumin

3 Carbon Nanotu

3.1 Problem Formu

In this section, we inve
electrically actuated with
width d actuates the CNT
as a cylindrical beam o

area and area of 

Fig. 3 Schematic of an electr

The electrostatic force 
with a lower electrode. H

A.M. Bouchaala and M.I. Youn

Numerical [Hz] Analytical [Hz] Difference [%] 

0 0 0 

66.07139622 72.8106786 10.19 

132.1427924 145.578111 10.16 

204.2206792 218.302896 6.9 

merical with the analytical solution, we found that th
to 16%. We considered the numerical values are th
ate the error. However, we used a step of 0.01 of Ω i
decrease the error values 0.001 step will be needed, eve
ng. 

ube 

ulation 

estigate the nonlinear dynamics of cantilevered CN
 ac and dc loads. An electrode underneath it with a ga

T. The Euler-Bernoulli theory is used to model the CN
of radius , length , c the damping, a cross-section

moment of inertia . 

 

rically actuated CNT with added mass 

per unit length is approximated as a cylinder interactin
Hence, non-dimensional equation of motion governing th

nis

he 
he 
in  
en 

NT 
ap 

NT 
nal 

ng 
he 



www.manaraa.com

A Model of Electrostatically Actuated MEMS and Carbon Nanotubes Resonators 509 

 

transverse deflection  w x, t of the CNT cantileveris written as (Ouakad and 
Younis 2010) 

    (12) 

The nondimensional variables in (12) are defined as 
  ,          ,       ,                                13   
The nondimensional boundary conditions are given in (3) 

3.2 Analytical Expression 

The same method discussed previously has been used, in which we split the beam 
deflection into static and dynamic components, and then we linearize. Hence, the 
expression below is obtained 

    

(14)

 

3.3 Electrostatic Force Taylorexpansion 

One can note in (12) that the electrostatic force term can lead to complications 
while deriving a ROM (Ouakad 2010). One approach to deal with this is to expand  
 

 

Fig. 4 Taylor series expansion of the nondimensional electrostatic force 
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the force into enough number of terms (Younis 2011), (Xu and Younis 2013). We 
need at least twenty terms of the expanded Taylor series form in order to reach a 
good convergence with the original electrostatic force.  

3.4 Dynamics Analysis 

Complex diseases like cancer require quantitative detection of proteins. We 
choose the prostate specific antigen (PSA) to be our mass reference. The mass of a 
single PSA is in the order of zeptogram (10-24 Kg).The properties of the carbon 
nanotube are in Table4. 

Table 4 The geometrical properties of the studied carbon nanotube beam 

Symbol QUANTITY Dimensions  

L Length 1000 [

 Radius 5 [

d Gap 200 [

E Young’s modulus 1 [TPa]

 
 

Density 1350 [Kg/m  

 

Fig. 5 Frequency shift 1st mode cantilever CNT as function of PSA 
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To simulate the dynamic response of the cantilever CNT, we integrate the 
differential equations with time.In Fig. 8, different masses have been used. The 
attached mass is placed at the tip of the CNT.  We plot the results using a one-
mode approximation, which is sufficient for convergence, for VDC = 1 V, the 
amplitude ofVAC = 1 V. 

For the CNT, the error between the numerical and the analytical expression is 
between 4% and 15%. This estimation is sufficient because we use more than 
single particle for sensing. 

Table 5 Comparison Numerical and Analytical frequency shifts for 1 mode as function of 
PSA 

Number of PSA Numerical[KHz] Analytical[KHz] Error [%] 

0 0 0 0 

1 88.32808797 75.81829128 14.16 

10 772.8707697 738.7728155 4.41 

20 1545.741539 1436.910294 7.04 

4 Conclusion 

The dynamic analysis of a cantilever micro-beam with attached mass demonstrated a 
potential interest in biological applications such as bacteria and virus detection. The 
electrostatic actuation is considered as a simple and effective method for actuation 
of MEMS. Instead of functionalizing the entire cantilever surface we propose an 
alternative method based on the point mass model to reach optimum sensitivity. We 
demonstrated a significant increasing in sensitivity by operating the cantilever 
micro-beam in higher-order mode. We developed analytical expressions to measure 
the frequency shift as function of the added mass and the position that converge with 
the numerical results. The analytical expression is sufficient to predict efficiently the 
frequency shift in both MEMS and CNT. 
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Abstract. We present a novel semi-analytical approach to solve nonlinear 
integral-partial-differential equation related to MEMS microactuators. The 
proposed approach is based on a reduced-order model of microbeams under  
the action of electrostatic force. Using Euler-Bernoulli beam theory, we derive the 
nonlinear equations governing the motion of a doubly clamped microbeam. The 
formulated model gives good account of nonlinearities such as midplane 
stretching effects and nonlinear electrostatic force. The dynamic response of the 
coupled electro-mechanical microsystem is simulated through an innovative 
approach based on a Galerkin procedure, which allows the use of only one mode 
in the ROM decomposition. Basis function of the Galerkin decomposition is 
obtained through the DQM decomposition. The obtained ROM is utilized in 
combination with the Finite Difference Method to simulate the limit cycle 
solutions of the microactuator. The novel ROM is applied to study cases provided 
in the literature and compared with classical Galerkin technique. 

Keywords: MEMS, ROM, Nonlinear dynamics, Galerkin, DQM, FDM, 
Microbeam, Limit-cycle solution. 

1 Introduction 

Over the last years, micro devices had been largely utilized as a key component of 
micro-actuators, sensors, RF devices etc... The main features of microtechnology 
using electric actuation is the electro-mechanical coupling which is particularly 
dominant in small scale. Moreover, MEMS devices have many attractive 
advantages for instance small size and weight, good performance and low energy 
requirement. However, the design of these microsystems is particularly 
challenging because of their complex modeling and simulation. In fact, it has been 
proven that strong nonlinear phenomenon occur when electrostatic actuation is 
used (Nayfeh et al. 2007). For these reasons, a descent modeling strategy should 
be used to conserve the system’s nonlinearity during the discretization step and at 
the same time allows a reduced-order representation of the MEMS device. 
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Nayfeh et al. (2005) reviewed several techniques to produce reduced-order 
models for MEMS application. They reported what they call node and domain 
methods. The node method uses space discretization while domain method rely on 
modal analysis. Younis et al. (2003) showed that using a Galerkin-based technique 
produces precise reduced-model for MEMS microactuators. The convergence was 
obtained with the first three symmetric linear mode shapes. Najar et al. (2005) 
demonstrated that using a node method, such as the Differential Quadrature 
Method (DQM), leads to accurate reduced-order system with only three ODEs. 
However, unlike the Galerkin approach, the DQM model showed interaction with 
high order modes at large orbits. 

In this paper, we intend to combine the node and domain method by replacing 
the linear mode shape classically used in the Galerkin approach by the one 
calculated using the DQM and in which first order of the systems nonlinearity has 
been included. We start by formulate the problem of a doubly clamped beam using 
the Euler-Bernoulli beam theory. Next, we apply the DQM decomposition in order 
to discretize the space derivative. We solve the linear eigenvalue problem and 
obtain non-dimensional natural frequencies and mode shapes of the beam. We use 
the calculated mode shape as a basis functions in the Galerkin procedure. Then we 
apply the FDM to calculate limit-cycle solution. Our novel approach is shown to 
be accurate and fast converging compared with classical Galerkin decomposition 
used in the previous published literature. 

2 Problem Formulation 

We propose to study the dynamic response of electrically actuated double clamped 
microbeam as shown in Fig. 1. The system is composed by an upper movable 
electrode and a fixed substrate. It is connected to a voltage source than force the 
upper beam to deflect toward the substrate. 

 

Fig. 1 Schematic view of electrically actuated microbeam 
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We use the Euler-Bernoulli beam theory in order to derive the governing 
equation of motion. We also use the von Karman strain to express the extension 
along with the cross section rotation, given by (Nayfeh and Pai 2008): 

21

2
( , )

e u w

x t wθ

′ ′= +

′= −

            (1) 

here prime (‘) denotes differentiation with respect to x. The transverse deflection 
is represented by w and the axial displacement is given by u. We express the 
virtual kinetic energy Kδ , the virtual potential energy Uδ  and work done by 
external loads Vδ as: 
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here over dot denotes differentiation with respect to t. parameters  m, b, d, E, I, A 
and c are the microbeam mass, width, air gap distance between the two electrodes, 
effective Young modulus, second moment of area, cross section area and viscous 
damping, respectively. Now applying the Hamilton principle, expanding the result 
for small displacement by keeping up to cubic terms, carrying out multiple 
integrations by parts and using boundary conditions of the doubly clamped 
microbeam yield the following governing equation of motion: 
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For convenience, Equation (3) is normalized using the following and 

parameters: 
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3 Linear Eigenvalue Problem 

In order to calculate natural frequencies and mode shapes of the structure we first 
solve the static equation. It is obtained by letting all time derivatives equal to zero 
in Equation (3). We use then the DQM to discretize the space with n= 9 grid 
points using Chebychev-Gauss-Lobatto discretization. Then, we apply Newton-
Raphson technique to solve the obtained set of algebraic equations. Next, we 
formulate the linear eigenvalue problem by linearizing the non-dimensional 
equation of motion around the equilibirium position and writing the transverse 
deflection as a combination of static component and a dynamic component written 
in the harmonic form as: ( , ) ( ) i t

dw x t x e ωφ= . Applying the DQM and Newton-

Cotes formula for the integral term, we obtain: 
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where φ represents the mode shape of the beam and ω  its associated natural 

frequency. Following the work of (Najar et al. 2015), we apply DQM to the 
eigenvalue problem and solve the system for the n-4 first natural frequencies and 
associated mode shapes. For a high level of accuracy of the solution we choose 
n=25.    

In Fig. 2 we compare the normalized fundamental natural frequency obtained 
using DQM with the results obtained by Galerkin decomposition using five 
symmetric modes (Nayfeh et al. 2005) and experimental results performed by 
Tilman and Legtenberg (1994). The microbeam parameters are given in Table 1. 
This superimposition shows a perfect agreement between our analytical approach 
and experimental results found in the literature. Besides, the proposed technique is 
computationally less costly than the classical Galerkin approach. 

 
 
 

(4) 
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Table 1 Microbeam parameters 

Parameters Value 

Young modulus of Silicon 166*109 N/m2 

Microbeam length 510 µm 

Microbeam width 100 µm 

Microbeam thichness 1.5 µm 

Air permittivity  8.854 *10-12 

Air gap 1.18 µm 

Axial force 8.7 N 

 

 

Fig. 2 Normalized fundamental natural frequency calculated using DQM and compared 
with results given by five symmetric modes with Galerkin procedure (Nayfeh et al 2005) 
and experimental data (Tilmans et al 1994) 

4 Dynamic Behavior of the Electrically Actuated Beam 

To simulate the dynamic response of the microstructure under the effect of a DC 
and AC voltages, we first apply DQM on Equation (3) then we use a ROM based 
on one mode Galerkin decomposition where the non-dimensional mode shape and 
natural frequency are solutions of the previous EVP. Then we multiply the 

resulting equations by 1( )xφ and integrate the outcome from x=0 to 1. Since we 

are manipulating a discretized system of ODEs and as long as the mode shape is 
discrete, we use the Newton-Cotes formula to approximate the integral term, that 
is, 



www.manaraa.com

518 S.B. Sassi and F. Najar 

 

1

1 10
0

( )
n

i i
i

x dx Cφ φ
=

≈∑∫  

where:  
1

1;0

n
v

i
v v i i v

x x
C dx

x x= ≠

−=
−∏∫  
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Newton-Cotes weights use the same number of grid points as the DQM. Then we 
apply an FDM technique to discretize the time derivative and use a Newton-
Raphson technique to solve the set of ODEs given by 
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And the boundary conditions are: 
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here 2
h

N

π=
Ω

is step size of the FMD scheme and N is the number of points that 

discretize the limit-cycle orbit and Ω  is the excitation frequency. kq  represents 

the modal coordinate for 1,..,k N= . 

Fig.3 shows a softening behavior governing the dynamic response of the 
electrically actuated microbeam. It shows also a superposition of results obtained 
by applying our ROM and results of Nayfeh et al (2007) where classical Galerkin 
decomposition is used with three symmetric modes to ensure convergence of 
solutions. However, in the proposed ROM only one mode is sufficient for the 
solution to converge. 

 

(6) 

(7) 

(8) 

(9) 
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Fig. 3 Frequency response function of the microbeam when Vdc=3.5V and Vac=0.1V 

 

Fig. 4 Frequency response function of the microbeam when Vdc=3.5V and Vac=1V 

Fig. 4 illustrates a softening behavior of the microbeam due to the highly 
applied voltage. The figure shows also an acceptable agreement between results 
using our approach and those using FDM-DQM given by Najar et al (2010). The 
observed difference is due to the fact that higher order interaction is captured by 
DQM method while the proposed method only consider first mode resonance.  
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5 Conclusion 

We proposed a novel analytical approach the Galerkin procedure where the test 
function taken as the mode shapes are estimated using the DQM. The proposed 
approach can be utilized to study the dynamic behavior of MEMS devices. It uses 
only one mode in the Galerkin decomposition and thereby it reduces considerably 
the complexity of the problem and the computational time while in other cases 
convergence is obtained only by three to five modes. The proposed ROM was 
validated by results found in the literature, among them experimental findings. 
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Abstract. Vehicles crossing bridges at high speeds can cause significant dynamic 
effects and must be studied by accurately simulating the interactive, dynamic 
responses of the bridge deck and the load-applying vehicles. Specifically, a multi-
span, orthotropic, bridge deck during truck loading is investigated to better 
understand the dynamic interaction between moving vehicles with tandem axles 
and highway bridge decks. The vehicle is modeled by a three-dimensional 
dynamic system with tandem axles with 9 degrees of freedom. The bridge deck is 
modeled by a thin, orthotropic, multi-span plate. The road surface irregularities are 
modeled by a random function characterized by a spectral roughness coefficient 
and power spectral density. The modal method is used to solve the equation of 
motion of the bridge deck. Equations of motion of the vehicle are obtained using a 
virtual work principle. The coupled equations of motion vehicle/bridge deck are 
integrated numerically by Newmark’s method. A computational algorithm in 
FORTRAN is used to solve the integrated equations of motion in a decoupled, 
iterative process. A numerical example of an orthotropic, three-span bridge deck, 
excited in nine degrees of freedom truck is presented. The resulting distribution of 
the Dynamic Amplification Factor on the bridge deck does not reflect any 
particular trend, because high values of the DAF can be obtained at points where 
the vertical displacement is small. The DAF is significant only under the 
interaction force. Thus, the road surface roughness had a significant influence on 
the dynamic vehicle/bridge deck interaction forces. 

Keywords: dynamic interaction, orthotropic bridge deck, vehicle, tandem axles. 
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1 Introduction 

The difference in a structure’s response under dynamic loading versus static 
loading is described as its Dynamic Amplification Factor (DAF) and is an 
especially important phenomenon in the design and analysis of bridges. The DAF 
caused by vehicles depends on several factors: pavement roughness and singular 
periodic irregularities of the surface, irregularities of the wheels directly, each 
vehicle’s mass, and speed, as well as the stiffness and damping of the suspension 
system of the vehicle. The dynamic response of a bridge depends on span lengths, 
the natural frequencies of vibration, support types, soil-structure interaction, the 
physical condition of the bridge, and the viscous damping, etc, (Isabel 2001). 

To investigate these issues Zhu and Law (2002) modeled the deck of a multi-
span highway bridge by a rectangular orthotropic plate with rigid, intermediate 
supports. Their vehicle was modeled with a three-dimensional dynamic system 
with seven degrees of freedom. They studied the influence of the position of the 
vehicle track on the dynamic response of the bridge and the influence of running 
speed and road surface irregularities on the dynamic amplification factor of the 
bridge. In related work Yang et al. (2004) studied the extraction of fundamental 
frequencies of a bridge from the dynamic response due to the passage of the 
vehicle; the objective was to comprehend the influence of the vehicle speed on the 
frequencies of the bridge. They showed in both analytical and finite-element 
studies that the bridge frequency can be extracted from the vehicle acceleration 
spectrum. Subsequently, Cai et al. (2007) developed a fully automatic coupled 
vehicle/bridge model. The methodology was validated with practical experiments 
on a typical bridge. The results of the experiments showed that this coupled model 
reliably predicted the dynamic response of bridges by taking into account the 
roadway irregularities and concluded that the initial conditions of the incoming 
vehicles on the bridge have a significant influence. 

Since then, Yin et al. (2010) presented a method to analyze the non-stationary 
random response of bridges using the equivalence of a covariance technique. In 
that, they employed a model of the vehicle with two axles and analyzed three 
typical bridge models. Numerical results indicated that the non-stationary, random 
response amplitude of wheels is proportional to the vehicle speed. They also 
showed that employing a stationary process to model the disturbance of the 
roadway profile at different speeds can both underestimate and overestimate the 
dynamic effects. In related work, Rezaiguia (2008) studied the vibro-acoustic 
behavior of a multi-span, highway bridge during the passage of vehicle. As part of 
this, the inclusion of the bridge-vehicle dynamic interaction and random 
irregularities of the track pavement were investigated. 

In this context, this paper investigates the dynamic behavior of a multi-span 
bridge deck during a passing truck and taking into account the dynamic interaction 
truck-bridge and random irregularities of the highway profile. The bridge deck is 
modeled as an orthotropic three-span plate. The truck is modeled dynamically 
with nine degrees of freedom and tandem axles at the rear. The road surface 
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roughness is modeled by a random function characterized by a power spectral 
density and spectral roughness coefficient. The modal approach coupled with a 
numerical integration by Newmark method is used to solve the coupled equations 
of bridge-truck motion because it is an unconditionally stable direct method of 
maximum precision. Solving these equations was achieved in an uncoupled 
manner using iterative calculations. 

2 Modeling 

2.1 Vehicle Model 

The vehicle is modeled with a dynamic, lumped-mass system. The three-
dimensional (3D), three-axle vehicle with a tandem axle has 9 degrees of freedom 
and consists of a rigid block supported by 6 wheels, as shown in Fig.1. The rigid 
body representing the truck chassis has three degrees of freedom (zv1, zv2, zv3) to 
describe the displacements and rotations of the chassis. The masses of the axles 
and wheels are concentrated in lumped masses (m1 to m6) within the suspension 
system, leading to a further six degrees of freedom (z1, z2, z3, z4, z5, z6) to describe 
the vertical wheel displacements. The tire stiffness is modeled using linear springs 
and viscous dampers. 

 

1vz

h

3vz1vz

(b)

3s

4z1z

v
Imv α,  

32 sb 31sb

z

y
0

vz

vα

1Sc1Sk

1pc1pk

1m  

3Sc3Sk

4pc4pk  

4m  

1z

2vz

(a) 

v
Imv θ,  

12 sa  
11 sa

1s

vz

vθ

3pk
3z

2Sc2Sk

2pc2pk3pc

23sa  24sa

2s

2z
2m  3m  

1Sc1Sk

1pc1pk  

1m  

z

x
0

v

 

Fig. 1 Three-axle vehicle model with 9 degrees of freedom, (a): side view, (b): front view 
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In Fig.1, mi, i = 1, 2, …, 6 are the masses of the wheels with axles of the front 
and rear axles, mv, Iθv and Iαv are the mass and moments of inertia of rigid block of 
the truck, kpi, i = 1, 2,…, 6 and cpi, i = 1, 2, …, 6 are the tire rigidities and damping 
respectively, ksi, i = 1, 2, …, 4 and csi, i = 1, 2, …, 4 are the suspension rigidities 
and damping, respectively. 

The equations of motion of the vehicle model are obtained by applying the 
virtual work principle. The vertical displacements of the vehicle model are 
calculated from its static, equilibrium position. In Fig.2, the forces and moments 
acting on the vehicle are presented. The equation of virtual work for any virtual 
vehicle displacement can be expressed in matrix form as:  

[ ]{ } [ ]{ } [ ]{ } { } { }int
v v v v v v gM Z C Z K Z F F+ + = +   (1) 

Where { }intF  is the interaction force vector applied to the vehicle, { }gF  is the 

force vector caused by the effect of gravity; [ ]vM , [ ]vC  and [ ]vK are, 

respectively, the mass, damping, and stiffness matrices of the vehicle, and { }vZ  

is the vertical displacement vector of the vehicle’s degrees of freedom. 
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Fig. 2 Dynamic equilibrium of forces and moments, (a): side view, (b): front view 

2.2 Bridge Deck Model 

The bridge deck is modeled as a multi-span, orthotropic, rectangular plate. The 
bridge is continuous on the supports, simply supported in x = 0 and x = l and free 
in y = 0 and y = b (Fig. 3). The bridge has a linear elastic behavior, and  
the secondary effects (shearing and inertia of rotation) are neglected. The 
intermediate supports are linearly rigid and orthogonal at the free edges of the 
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bridge. As the dimensions (length and width) of the bridge deck are much larger 
compared to its thickness, the thin plate theory is used. The equation of motion of 
the bridge deck can be written as follows: 
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where hm ρ=  is the mass density of the plate; c is the viscous damping 

coefficient of the bridge deck; ( )yxxyxx hED νν−= 1123  and 

( )yxxyyy hED νν−= 1123  are flexural rigidities according to x- and y-directions, 

respectively; 
xyyxy DDH 2+=ν  is the equivalent flexural rigidity; 

xyν  and 
yxν  

are the Poisson’s ratios according to x- and y-directions respectively; 
123hGD xyxy =  is the torsional rigidity of the bridge deck; Gxy is the shear 

modulus for the x-y plane, Ex and Ey are the Young's moduli according x-and y-
directions respectively; int

pkF  is the interaction force between the kth wheel of the 

vehicle and the bridge, (xk(t), yk(t)) is the position of the kth interaction force on the 
bridge. 
 
 
 

 
 
 
 
 
  
 
 

 

Fig. 3 Model of the continuous multi-span bridge deck 

Appling the modal superposition method to the bridge deck, the vertical 
displacement of the orthotropic plate can be written as follows: 
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where ( )yxij ,φ  are the mode shapes of a multi-span, continuous, orthotropic 

plate (Rezaiguia and al 2012), and )(tqij
 are the generalized coordinates. 
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Substituting equation (3) into equation (2), multiplying by ( )yxkl ,φ , integrating 

over the bridge deck surface, and applying the orthogonality conditions of mode 
shapes, the modal decoupled equations of the system are obtained, as shown in eq. (4). 

ij ij ij ij ij ij ijM q C q K q F+ + =
   

(4) 

where Mij, Cij and Kij are the modal mass, modal damping, and modal stiffness of 
the bridge deck, respectively, and Fij are the modal interaction forces. 

2.3 Road Surface Roughness  

The road surface roughness is modeled by a random function as per equation 5. 
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(5) 

where Ar is the spectral roughness coefficient (m3/cycle) whose value is chosen 
depending on the road condition, ωs0 is the discontinuity pulsation (ωs0 = 1/2π 
cycle/m), ωsi is the wave number (ωsi = 2πi/Lc cycle/m). Generally Lc is equal to 2l 
(m), where l is the length of the bridge (m). N is the number of descritization 
points in wave number domain; and θi is a random variable that varies between 0 
and 2π. 

2.4 Vehicle-Bridge Deck Interaction Forces 

The interaction force between the bridge and ith vehicle wheel is given by:  
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 (6) 

where w(xi(t), yi(t), t) is the vertical bridge displacement under the ith wheel, 
r(xi(t), yi(t)) is the road surface roughness under the ith wheel, and zi is the vertical 
displacement of the ith wheel. 

3 Solving Equations of Motion  

To solve the coupled equations of motion of the bridge deck and the vehicle, 
Newmark's numerical integration method was applied. To achieve this, an  
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1 m 

Load case 1

Load case 3 

Load case 2

1 2 3 4 5 

2.5 m 

5.057 m 1.8 m

1.8 m 

algorithm was developed for solving coupled equations of motion in a decoupled 
manner and an iterative calculation process. 

4 Numerical Example 

In this example, the dynamic behavior of a deck slab bridge is modeled by a three-
span orthotropic rectangular plate was excited with a moving vehicle modeled by 
a dynamic model with nine degrees of freedom. The equivalent properties of the 
deck slab are as per Rezaiguia (2008): l = 78 m, l1 = l3 = 24 m and l2 = 30 m, b = 
13.715 m, h = 0.212 m, ρ = 3265 kgm-3, Dx= 2.41 × 109 Nm, Dy = 2.18 × 107 Nm, 
Dxy = 1.14 × 108 Nm, νxy= 0.3, Ex = 3.06×1012 N/m2, Ey= 2.76 × 1010 N/m2, Gxy = 
1.45 × 1011 N/m2. The natural frequencies and mode shapes of three-span 
orthotropic bridge deck were calculated with recently developed approach based 
on the modal method taking into account the effect of intermodal coupling 
neglected in previous similar studies. The first ten natural frequencies of the deck 
slab were as reported in Rezaiguia and Laefer (2009): 4.13, 5.45, 6.30, 7.59, 7.75, 
9.77, 9.08, 11.26, 11.97, and 15.07. The vehicle model parameters were assigned 
as per Broquet (1999): mv= 248000 kg, m1 = m4 = 800 kg, m2 = m5 = 1200 kg, m3 = 
m6 = 1200 kg, Iθv= 241359 kgm2, Iαv= 34878.46 kgm2, h = 1.8 m, S1 = 5.55 m,  
S2 = 1.8 m, a1 = 0.71, a2 = 0.29, a3 = a4 = 0.5, b1 = b2 = 0.5, ks1 = ks3 = 520000 N/m, 
ks2= ks4 = 2348000 N/m, , kp1 = kp4 = 2000000 N/m, kp2 = kp3 = kp5 = kp6 = 4000000 
N/m, cs1 = cs3 = 12194 Ns/m, cs2 = cs4 = 40715 Ns/m, cp1 = cp4 = 4000 Ns/m, cp2 = cp3 
= cp5 = cp6 = 6928 Ns/m. 

4.1 Influence of the Loading Mode 

Several numerical simulations were performed to identify the influence of the 
moving load on the dynamic responses of the deck slab bridge. The truck 
traversed the bridge at a speed of100 km/h along three different paths (Fig. 4). 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 Vehicle loading 
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Table 1 shows the influence of the loading mode on the DAF calculated in the 
middle of each span and in the middle of each girder. The maximum static 
response is obtained with the truck moving at the very slow speed of 0.01m/s. 
Based on those conditions, the following was observed 

• The DAF is small near the vehicle and higher further away. 
• The DAF of the middle of girders 4 and 5 were the highest for the first and 

second loading cases (DAF= 2.63 and 2.19). This may be due either to 
torsional modes excited by these loading cases or with the definition itself of 
the dynamic amplification factor as a response indicator. 

Table 1 Distribution of the dynamic amplification factor on the bridge deck 

Load case  Span 
Dynamic Amplification Factor  

Girder 1 Girder 2 Girder 3 Girder 4 Girder 5 

1 

1 1.337 1.371 1.501 1.889 2.630 
2 1.072 1.089 1.153 1.288 1.723 

3 1.133 1.157 1.194 1.291 1.778 

2 

1 1.333 1.360 1.435 1.695 2.191 
2 1.072 1.087 1.101 1.199 1.364 

3 1.137 1.135 1.171 1.224 1.402 

3 

1 1.465 1.383 1.377 1.456 1.636 

2 1.108 1.082 1.081 1.104 1.171 

3 1.154 1.138 1.128 1.168 1.184 

 

Fig. 5 illustrates the influence of the loading mode on the vertical displacement 
at the middle point of a three-span bridge deck. This image shows the following 

• High vertical displacement near the applied load, while the DAF is the 
opposite (see Table 1 and Fig.5). 

• Positive vertical displacement when the load is eccentric (i.e. when the truck is 
located on either the first or the third span). 
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Fig. 5 Vertical displacement at middle of span 2 of girder 3 under different loading 
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4.2 Influence of Vehicle Speed 

Figures 6 show the variation of the dynamic amplification factor of the bridge deck 
at the middle point girder 1 and 3 and in the middle of the span 2 under different 
loading cases as a function of the vehicle speed selected between 10 and 160 km/h. 
the DAF varies little up to vehicle speeds of around 110 km/h after which a rapid 
increase occurs to a critical speed of 133.2 km/h followed by a rapid decline. 
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Fig. 6 Dynamic amplification factor at middle of span 2 of girder 1 and girder 3 as function 
of vehicle speed, (a): load case 1, (b): load case 3 
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4.3 Influence of Vehicle Mass 

The mass difference between the loaded and unloaded truck can cause changes in 
the dynamic behavior of the bridge deck. To identify the influence of the truck 
mass on the dynamic response of the bridge deck, three load levels were simulated 
for the truck used: an unloaded truck (mv = 8200 kg), a normally loaded truck  
(mv= 24800 kg), and an overloaded truck (mv= 31300 kg). Fig.7 shows the 
influence of the vehicle mass on the vertical displacement in the middle of the 
bridge deck. The truck through the bridge according to path of the load case 3 at a 
speed of 80 km/h. As expected, there is an increase of the vertical displacement in 
the middle of the bridge deck, especially when the truck is overloaded and located 
in the central span. 
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Fig. 7 Vertical displacement at middle of span 2 of girder 3 under different mass vehicle, vx 
= 80 km/h, load case 3 

Fig. 8 shows the influence of the truck mass on the dynamic amplification 
factor in the middle of girder 3 and the middle of span 2 with truck speeds from 10 
to 160 km/h. Those results demonstrated the following: 

• The critical speed corresponding to the maximum dynamic amplification factor 
decreases with the truck mass: for the unloaded truck, the critical speed was 
144 km/h, for the normally loaded truck, the critical speed was 133.2 k/h, and 
for the overloaded truck, the critical speed was 126 km/h. 

• For the critical speed, the DAF was higher in case of the normally loaded 
truck. 
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Fig. 8 Influence of vehicle mass on dynamic amplification factors in the middle of the 
bridge deck 

4.4 Influence of Road Surface Roughness 

Figure 9 shows the influence of the road surface roughness on the dynamic 
amplification factor in the middle of span 2, girder 3, for vehicle speeds varying 
from 10 to 160 km/h. The vehicle passes along the bridge deck under loading case 
3. Notably, increased road surface roughness increases the DAF in the tread  
slab. Additionally at a speed of 133.2km/h and a bad road surface (Ar =  
150×10-6m3/cycle), an increase of about 25% of the maximum value of the DAF 
occurred. 
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Fig. 9 Influence of the state of the track on the dynamic amplification factor in the middle 
of the deck slab for loading case3 
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Figure 10 shows the variation of the interaction forces exerted by a right rear 
wheel of the vehicle based on the track condition. The vehicle was moving at a 
speed of 100 km/h according to load case3.The results showed that changes in the 
amplitudes of the interaction forces increased significantly with greater track 
profile roughness. This means that the state of the track can significantly influence 
the vehicle vibrations than the rolling slab. Additionally, the interaction forces 
fluctuated around an average value, which corresponded to the static force. 
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Fig. 10 Interaction force exerted by a right rear wheel of the vehicle, vx=100 km/h, loading 
case 3 

5 Conclusion 

In this paper the dynamic interaction between a moving vehicle (modeled as a 
nine degree of freedom dynamic system with tandem axles) and a bridge (modeled 
as a three-span orthotropic plate) was studied taking into account road surface 
irregularities. The modal method and Newmark's numerical integration were used 
to solve the coupled equations of bridge-vehicle motion. For this an iterative 
algorithm is proposed for solving the coupled equations of bridge-vehicle motion 
in a decoupled manner. Numerical simulations have been performed to study the 
variation of dynamic amplification factor on the bridge deck. Two major 
observations were made: 

1. The distribution of the dynamic amplification factor on the bridge deck 
does not reflect a particular tendency, because high dynamic 
amplification factors can occur in places where the vertical displacement 
is weak. 

2. In the case studied, the critical speed corresponding to the maximum 
dynamic amplification factor was about 133.2 km/h. This value varies 
according to the vehicle mass. 
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Abstract. Designing large-scale systems in which parametric uncertainties and 
localized nonlinearities are incorporated requires the implementation of both 
uncertainty propagation and robust model condensation methods. In this context, 
we propose to propagate uncertainties through a model, which combines the 
statistical Latin Hypercube Sampling (LHS) technique and a robust condensation 
method. The latter is based on the enrichment of a truncated eigenvectors bases 
using static residuals taking into account parametric uncertainty and localized 
nonlinearity effects. The efficiency, in terms of accuracy and time consuming, of 
the proposed method is evaluated on the nonlinear time response of a 2D frame 
structure.  

Keywords: uncertainties, localized nonlinearities, robustness, model reduction. 

1 Introduction 

In a probabilistic framework, the well-known statistical LHS method (Helton and 
Davis 2003) allows propagating parametric uncertainties with high level of 
accuracy. It derives from the Monte Carlo Method (MC) (Rubinstein 1981) and 
converges faster than the latter since it distributes the sample points more evenly 
across intervals of equal probability. Nevertheless, the main issue of such method 
lies on the prohibitive cost of its implementation. The latter depends essentially on 
the great number of samples of random variables required for best accuracy. To 
overcome this issue, especially in the case of large-scale systems and iterative 
dynamic resolution procedures, it is inevitable to use reduced order models. In this 
context, the standard reduction methods are no longer efficient for designing 
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models, which incorporate both uncertainties and localized nonlinearities, since 
standard truncated eigenvectors bases of linear associated models do not contain 
any information about the latter aspects. Therefore, in order to form robust 
reduced models, we propose to enrich the standard bases by adding static residual 
vectors, which take into account the stochastic aspect and the localized 
nonlinearity effect. 

In the literature, Balmès (Balmès 1996) and Masson (Masson et al. 2006) 
introduced the concepts of evaluating the static contribution of the neglected 
eigenvectors resulting in a set of additional vectors completing the original Ritz 
basis to evaluate frequency response of a modified structure. Segalman (Segalman 
2007) added to the linear modes a set of basis functions to capture the nonlinearities 
to reduce the order of dynamical systems with localized nonlinearities. In (Bouazizi 
et al. 2006), a method based on the equivalent linearization method is applied to 
predict dynamic responses of structures affected by structural modifications and 
localized nonlinearities using a reduced basis enriched by static residual vectors. 

Several works focus on coupling uncertainty propagation and model reduction 
methods. Guedri (Guedri et al. 2006) implemented the residuals enrichment 
technique to take into account uncertainties in the computation of the frequency 
responses of linear structures using stochastic spectral FE method (SSFEM). In 
(Maute et al. 2009), a reduced-order model (ROM) is integrated into SSFEM, 
using a basis spanned by displacements and derivatives of displacements, and 
implemented to optimize the shape of a linear shell structure. 

In this work, the efficiency of the combination between the LHS method and 
the robust condensation technique, in terms of accuracy and computational time 
gain, is evaluated on the time response approximation of a frame structure, which 
contains localized nonlinearities and stochastic design parameters. 

2 Robust Reduced Model Dedicated to the Propagation of 
Uncertainties 

The nonlinear dynamic behavior of a mechanical system can generally be 
represented by the differential equation 

{ } { } { } { }int extM y B y f f⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦+ + =                            (1) 

Where [K], [M] and [B] stand for the stiffness, mass and damping matrices of the 
system, {fint} = ([K]+{fNL}({y},{y})){y} for the internal forces vector and {fext}, 
and for the exciting forces vector. 

Resolving the governing equation (1), in time domain, on the full finite element 
model (FEM) requires high numerical cost, especially when using nonlinear 
Newmark time integration scheme (Géradin and Rixen 1997). Hence, a reduced 
order model has to be implemented. Standard condensation techniques are based on 
the use of truncated eigenvectors bases [T] = [φr] of the associated linear system, the 
index r is relative to the reduced term. Therefore, using such bases, in a stochastic 
case with localized nonlinearities, cannot satisfy the required accuracy. 
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To overcome this issue, the enrichment of [φr] by adding a complementary 
subbasis [ΔT] is necessary in order to construct a robust basis [T] = [φr ⊥ ΔT]. 

[ΔT] is a set of static residual vectors calculated according to the type of 
enrichment. To take into account localized nonlinear effects, the static residuals 
must be computed (Bouazizi et al. 2006), according to the following form 

[ ] { }1

0
,NL ii

T K F
−

⎡ ⎤⎣ ⎦Δ =
 

1, ...,i m=
                      

(2) 

where {Fi} is the residual force vectors containing unit values in nonlinear degrees 
of freedom and zeros otherwise, m is the total number of nonlinear degrees of 
freedom (dofs). 

In addition, to take into account stochastic aspect (Guedri et al. 2006), another 
type of residual vectors 

[ ]S zsT R F⎡ ⎤⎡ ⎤Δ =⎣ ⎦ ⎣ ⎦                                    
(3) 

must be computed, where [R] = [K0]
-1-[φr][Λr]

-1[φr]
t is the static residual flexibility 

matrix and [Fsz] is a set of force vectors representing the stochastic effects for each 
stochastic zone (z), [K0] is the deterministic stiffness matrix and [Λr] is the spectral 
one (containing only retained eigenvalues).  

Then, the singular value decomposition (SVD) and the normalization of the 
additional residuals similarly to the standard basis [φr] are inevitable in order to 
ensure, respectively, the linear independence (the well-conditioning) and the 
orthogonality of the different vectors. Consequently, the enriched basis (EB) has 
the following form 

[ ] r NL ST T Tϕ⎡ ⎤Δ Δ⎣ ⎦=
                          

(4) 

Projecting the time response on this basis, such as {y} = [T]{q} permits to 
express the equation of motion (1), at time step n+1, in the reduced following 
form 

{ } { } { }( ) { }( )int1 1 1 1extr rn n r rn n
M q B q f f

+ + + +
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦+ + =

               
(5) 

where [M]r = [T]t [M] [T], [B]r = [T]t [B] [T], {fext}r = [T]t {fext}, and {fint}r = 

[T]t([K]+{fNL}([T]{q},[Τ] { }
n

q ))[T]{q} are the reduced matrices and vectors. 

Approximating the solution using the Newmark nonlinear time integration 
scheme and the iterative Newton-Raphson technique consists on minimizing the 
residual vector 

{ } { } { }( ) { }( )int1 1 1 1 1extr rn n n r rn n
R M q B q f f+ + + + +

⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= + + −
              

(6) 
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The equation (6) can be approximated, for the iteration k, as: 

( ) { }
1

1

k
k k

neff r n

q RK
+

+

⎡ ⎤
⎢ ⎥
⎣ ⎦

= −Δ                          (7) 

where ( ) { } { }1
1

k

eff r kn
nq

R

q
K

+
+

⎡ ⎤
⎢ ⎥
⎣ ⎦

⎡ ⎤∂
⎢ ⎥=
∂⎢ ⎥⎣ ⎦

 is the effective stiffness matrix function of the 

tangent stiffness matrix, updated at each iteration, 

( ) { }
{ } [ ]{ }

int 1

1
1

1

n

T r n kn
n

t

T q

f

y
K T T+

+
+

+

⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤∂
⎢ ⎥=

∂⎢ ⎥⎣ ⎦

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

.       (8) 

The statistical LHS method (Helton and Davis 2003) of uncertainty propagation 
consists on computing N successive deterministic responses {Y(n) = y(ξ(n)), n=1, …, N} 
according to a set of N samples of random variables. 

Statistical moments can then be computed, such as the mean and the variance 
(1st and 2nd moment). 

The proposed method in this paper consists to combine the LHS uncertainty 
propagation approach and model reduction by projecting the responses on the 
robust enriched basis defined above. 

3 Numerical Example 

In order to valid the proposed method and to illustrate their numerical 
performances, a 2D frame model is proposed (Fig.1). The mechanical and 
geometrical properties of the structure are given by: the width b=3.10-2 m and the 
thickness h0=5.10-2 m of the rectangular section, the length of the beams L=1.5 m, 
the Young modulus E0=210 GPa and the density ρ0=7800 kg.m-3. We suppose that 
the damping is proportional so that the modal damping is η=0.03 and two 
localized nonlinear Duffing springs of stiffness kNL = 1020 N.m-3 are linked to the 
frame structure. Two localized forces with equal amplitude F(N)=103cos(2πf2t) 
excite the second eigenmode (f2=78.8 rad.s-1) of the frame structure. Using two-
dimensional beam finite elements (three dofs per node: ux, vy, θz) to discretize the 
2D structure leads to 160 finite elements and a full model of 474 dofs. 

Three zones (Fig.1) are supposed to be stochastic: the Young modulus and the 
density, in the vertical beams, and the thickness in the upper horizontal beam. 
Their randomness is modeled as 

( ) ( ) ( )
0 0 0

1 ; 1 ; 1E E h hE E h hρ ρσ ξ ρ ρ σ ξ σ ξ+ + += = =
                

(9) 

where ξE , ξρ and ξh are random variables of respectively lognormal, lognormal and 
exponential probability distributions and σE = σρ = σh = 0.2 are the considered 
dispersions. 
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Fig. 1 Frame structure with stochastic parameters and localized nonlinearities 

To evaluate the efficiency of the proposed method in nonlinear dynamic 
analysis, with uncertainties and localized nonlinearities, two different criteria have 
to be satisfied. The time indicators (Hemez and Doebling 2003) 

( ) ( )2i

si
t t y t dt

+∞

−∞
−∫Μ = ,                       (10) 

where i the order of the moment and ts the temporal shift chosen in our case as 
ts=0 allow quantifying the accuracy of the response in terms of amplitude using 
the total energy E=M0 and periodicity using the central time and the root mean 
square duration defined respectively by T=M1/M0 and D2=(M2/M0)-( M1/M0)

2 . 
To evaluate the time consuming, the Central Processing Unit (CPU) time is 

computed for each implemented method. 
The obtained results combining the LHS method, for 1000 samples, and the 

robust reduced model (LHS-EB) are compared to the reference responses using 
LHS method, for 1000 sample on the full model (LHS-REF). Several observation 
dofs are considered; the results below correspond to a chosen dof (Fig. 1, dof O). 

Note that high uncertainty and nonlinearity levels are chosen in order to 
evaluate the accuracy of the enriched basis with respect to the standard one. 

The comparison between the deterministic modes and the mean of the 
stochastic ones through the MAC (Modal Assurance Criterion) matrix, Fig. 2, and 
the superposition of the deterministic response and the mean of the stochastic one, 
Fig. 3, illustrate the effect of the uncertainties. In fact, the randomness of the 
chosen uncertain input parameters affects both the stiffness and the mass matrices. 
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Fig. 2 MAC matrix comparing the deterministic modes and the mean of the stochastic 
modes 
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Fig. 3 Mean of the stochastic displacement computed with the full model (LHS-REF) 
compared to the deterministic model 
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Fig. 4 Mean of the stochastic displacements and phase diagrams computed using the EB (LHS-
EB), the standard truncated eigenvectors basis (LHS-MB) and the full model (LHS-REF) 

Fig.4 shows the performance of the robust model (57 vectors in the enriched 
basis EB) by its comparison to the standard basis of same size, with respect to the 
reference responses obtained with the full model. The standard modal basis (MB) 
cannot represent the model behavior accurately while the enriched basis (EB) 
allows it. 

The model size, the time indicators (mean values of all dof reponses) and the 
CPU time are listed in Table 1. The proposed method allows a reduction size ratio 
of 87.9 % and a computational time gain of 52.7 % with very small errors on 
accuracy. 

Table 1 Model size and evaluation criteria 

Method Model 
size (dof) 

Errors on Time indicators 
(%) 

CPU 
time (%)

E T D² 

LHS-REF 474 0.00 0.00 0.00 100 

LHS-MB 57 0.70 0.10 0.05 39.9 

LHS-EB 57 0.00 0.00 0.00 47.3 
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4 Conclusion 

Combining uncertainties propagation and robust model reduction permits to 
approximate the dynamic behavior of mechanical structures containing stochastic 
design parameters and localized nonlinearities with a low computing time and 
without a significant loss of accuracy. The robustness of the model reduction 
method is achieved with the enrichment of the standard truncated modal basis 
using static residuals, which permits to take into account both the stochastic and 
the localized nonlinearity effects. Future work will include the extension of the 
proposed methodology to complex mechanical structures. 
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Abstract. In this work, a macro modeling is proposed to predict the dynamic re-
sponse of damaged laminates made of unidirectional orthotropic layers of a polymer
matrix reinforced with long fibers. The dynamic behavior of the composite struc-
ture is expressed through elasticity coupled with damage based on phenomenologi-
cal approach for cracked structures. The structure is considered orthotropic but the
damage is completely described by a single scalar variable whose evolution law is
determined from the maximum dissipation principle. The incremental linear dy-
namic governing equations are obtained by using the classical Kirchhoff-Love the-
ory of plates. Then, assuming that the damage induces nonlinearity, the obtained
nonlinear dynamic equations are solved in time domain by Newmark method where
an unconditionally stable scheme and iteration procedure are used. According to
the numerical results, the mechanical behavior of the structure significantly change
when the damage is taken into account. Under an impact load, damage increases and
reaches its highest value with the maximum of the applied load and then remains
unchanged. Besides, the eigenfrequencies of the damaged structure decrease com-
paring to the undamaged ones. This methodology can be used for monitoring strate-
gies and life time estimations of hybrid complex structures because of the damage
state is known in space and time.

Keywords: nonlinear dynamics, damage prediction, structural monitoring,
laminated structures.

1 Introduction

Composite materials are defined as the combination of more than two different ma-
terials having different mechanical properties. This combination is performed so
that the resulting material has a better mechanical behavior from that of the in-
dividual components. Comparing to metallic materials, composite structures are
characterized by a high resistance / weight ratio (Reddy 1997) which explains their
wide use in the industry. Over the last decades, composite materials are increas-

c© Springer International Publishing Switzerland 2015 545
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ingly used especially in high-tech products. As an example, the new project of air-
craft such as Airbus A-380, where about 25% of the total weight of the aircraft is
made of composite materials. They are characterized by sufficient strength with low
density. In addition, they have other characteristics such as their resistance to cor-
rosion and chemical attack. The composite structure is often subject to static or
dynamic loads which can affect the mechanical properties and consequently which
can change either the static or the dynamic responses (stress distribution and the
deformation field or eigenfrequencies and mode shapes). These changes can induce
a significant reduction in the structure lifetime. Various damage indicators are used
to characterize the change in dynamic characteristics caused by the damage, such as
natural frequencies (Vestroni and Capecchi 2000). In 1971, Kulkarni and Frederick
(Kulkarni and Frederick 1971) have studied the presence and detection of delam-
ination in a circular cylindrical composite shell through the decrease of eigenfre-
quencies. This idea was further investigated and deepened by Cawley and Adams
(Cawley and Adams 1979). They have suggested that the shift of eigenfrequencies
can be considered as a basis for a new nondestructive control technique. The change
or the shift in the eigenfrequencies is then considered as an indicator able to re-
port the damage evolution in composite structures. Thus, detection of the location
and especially the degree of severity of the damage is of great importance in order
to ensure the reliability and safety of service structures. Detecting damage using
changes in the dynamic characteristics has been the subject of many research in the
last years.

In this paper, a new investigation to predict the dynamic behavior and the dam-
age evolution in composite structures, is proposed and developped. Based on a phe-
nomenological model for cracked structures (Boubakar et al. 2002), the dynamic
behavior is expressed through elasticity coupled with damage. The studied struc-
tures are made of unidirectional orthotropic layers of polymer matrix renforced with
long fibers where the damage is expressed by a single scalar variable. The principal
of maximum dissipation is used to determine the evolution of the damage which re-
sults in a material nonlinearity. Then, using the classical Kirchhoff-Love theory, the
resulting nonlinear formulation is implemented in MATLAB� software. Then, a nu-
merical solution is obtained based on a Newmark unconditionally stable algorithm
with a prediction-correction scheme. Several numerical simulations have been per-
formed showing that, under an impact load, damage increases and reaches its highest
value with the maximum of the applied load and then remains unchanged. Besides,
the eigenfrequencies of the damaged structure decrease compared with those of an
undamaged one. Indeed, the displacement of the damaged structure increases due to
the decrease in rigidity parameters.

2 Problem Formulation

Initially used for modeling isotropic structures, the plate theories were later ex-
tended to model composite structures. A little reminder is provided, in this para-
graph, around the formulations used to solve a dynamic problem in the case of
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composite structures. These formulations are essentially divided into two categories;
those which are based on the Equivalent Single Layer Theory and those that are
based on the Layer-Wise theory. The first category includes mainly the Classical
Laminate Theory, the First-order (FSDT) and High-order (HSDT) Shear Deforma-
tion Theories, while the second category includes the Independent and Dependent
layers theories. According to Reddy (Reddy 1997), it is recommended to use a the-
ory from the first category if the global response of the stucture is unknown such as
the eigenfrequencies and mode shapes in dynamic analysis. In the present work, The
FSDT is retained for its simplicity of implementation and also because of the small
thikness of the studied structures. So, the displacement field of a plate is written as
follow:

{u(x, y, z, t)} =

⎧
⎨
⎩

u(x, y, z, t)
v(x, y, z, t)
w(x, y, z, t)

⎫
⎬
⎭+ z

⎧
⎨
⎩

ϕy(x, y, t)
−ϕx(x, y, t)

0

⎫
⎬
⎭ (1)

Where ϕx(x, y, t) and ϕy(x, y, t) are the rotation, respectively, with respect to the
x and y axes. The mechanical behavior is considered elastic. Noting that Ep and
Ec are respectively the total potential and the kinetic energies of the structure, and
according to virtual work principle, then:

δ

∫ t2

t1

(Ep + Ec)dt = 0 (2)

The problem is discretized by finite elements method using a quadrangular element
Serendip Q8 with eight nodes. The choice of this type of element is justified by
its excellent performance in finite element modeling of thin and thick composite
stuctures (CHEE 2000). Using the Gaussian integration method with 4 integration
points where the integration weight is assumed equal to 1, and a single point in
the thickness direction located in the middle of each layer thickness, the global
stiffness [K] and mass [M ] matrices of the laminated structure consisting of "n"
layers are obtained. In addition, the damping matrix is supposed proportional, and
it is expressed by [B] = α1[K] + α2[M ]. Finally, the dynamic equation of motion
can be written as :

[M ]ü+ [B]u̇+ [K(D)]u = F (3)

The damage describes the creation of cavities and cracks within the struc-
ture (Lemaitre et al. 2001), that is in other words, the development of micro-
discontinuities in the structure during the loading F . According to Boubakar et al
(Boubakar et al. 2002), the effect of the damage on the elastic behavior depends on
the micro-cracks opening mode as depicted in figue 1.

Then, a three parameters H22, H44 and H66 are introduced to characterise those
effects respectively on the transverse Young’s modulus E2, shear modules G12 and
G23. A self-consistent method (Perreux and Oytana 1993) permits to define a dam-
age matrix [H(D)] where the damage is fully expressed by a single scalar variable
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 (M1) 

 (M2) 

Load 

Fig. 1 Micro-cracks orientation in the matrix (Boubakar et al. 2002)

D which represents the relative reduction of the transverse Young’s modulus:

[H(D)] =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 H22 0 0 0 0
0 0 0 0 0 0
0 0 0 H44 0 0
0 0 0 0 0 0
0 0 0 0 0 H66

⎤
⎥⎥⎥⎥⎥⎥⎦

;

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

H22 =
D

1−D
S22

H44 =
D√
1−D

√
S11S22

H66 =
D√
1−D

S22

(4)

Where Sii depict the flexibility components of [S] of the undamaged material. The
damaged flexibility matrix [S̃] is expressed in function of [S] and the damage matrix
[H(D)] as follows:

[S̃] = [S +H(D)] (5)

For an undamaged case D = 0, 0 < D < 1 for a damaged case, but there is a com-
plete failure of the structure when D = 1. The damage evolution law is expressed
by using the thermodynamics of irreversible processes. A thermodynamic force Y

associated to the damage is obtained, Y =
1

2
σT

(
∂H

∂D

)
σ, where σT is the trans-

pose of the stress tensor σ and

(
∂H

∂D

)
is the derivative of [H(D)] with respect to

D . Indeed, a damage threshold function is defined as Ȳ = Yc + qDp where Yc, q
and p are material constants. Thereby, the following charge function is established:

fd = Y − Ȳ =
1

2
σT ∂H

∂D
σ − Ȳ (6)

If fd < 0, the damage thermodynamic force Y is less important than the damaged
domain Ȳ , i.e. the damage does not yet appear. But, if the fd function tends to
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become positive, an increase of damage occurs so as to offset the increase of the
function Y and make fd and its derivative ḟd null.

3 Solving

When the structure is subjected to a sufficient load able to trigger damage, this dam-
aged state is kept in memory. So, it is recommended to use an incremental way in
solving process. For each time iteration, a stress increment Δσ is generated. This
accumulation of stress continues until the function fd becomes positive. This im-
plies the creation of a damage increment ΔD which will be obtained by solving the
consistence equation ḟd. As a results, the solution is reduced to seek the damage
increment ΔD which cancels the function fd,i+1 for the (i + 1)th iteration, know-
ing the damage and stress states in (i)th iteration, and writing the stress σi+1 us a
function of ΔD. So, the equation with the unknown variable ΔD is:

fd,i+1 =
1

2
[σi+1 H

′(Di +ΔD) σi+1]− [Yc + q(Di +ΔD)p] (7)

Correction step 

Damage test 
Update of elasticity and  

stiffness matrix [C] and [K]  
C=Ci+1, K=Ki+1 

displacement, speed, acceleration & displacement increment 
ui+1, vi+1, ai+1, Δu= ui+1- ui 

Stress σi+1  & damage Di+1 
Increments : Δ σ  &  ΔD 

Di+1= Di + ΔD 
σi+1= σi + Δ σ 

Structure data, Type of loading   
Newmark integration constants: γ,β 
Convergence criterion  :  ε 

Global matrixes [K] & [M] 
Proportional damping [B] 
Modal analysis : ], ] 

Time increment  : ti+1= ti + Δt 
Load at ti+1 : fi+1=f(ti+1) 

Prediction step 

Input 

 

Update of residus 
ri+1=M ai+1 + K ui+1 +B vi+1-fi+1 

  

Jacobian matrix  
 = K + B.γ/(β. Δt) + M/( β.Δt2) 

residual increment of displacement 
  = - -1.ri+1 

  

No 

Yes 

Update of: displacement, speed, acceleration 
ui+1 = ui+1+  
vi+1 = vi+1 +   
ai+1  = ai+1 +   

Fig. 2 Dynamic predictor-corrector scheme for predicting the damage evolution and the non-
linear response of laminated damaged structure
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Where H ′(Di + ΔD) is the derivative of the damage tensor H with respect to D
and expressed at (Di+ΔD). The equation (7) is solved using the Newton-Raphson
method. After getting the damage increment, the stiffness matrix must be updated
to take into account for this change of material properties. With this new stiffness,
displacement, strain and stress are also updated and a residue is calculated to ensure

the dynamic equilibrium expressed by the convergence criterion ||ri+1 − ri
ri

|| < ε.

The computing steps are detailed in the predictor-corrector alghorithm shown in
Figure 2. For the step of damage test, in each Gauss point, a damage criterion is
introduced such that when the damageDi+1 exceeds 1 in a Gauss point, the stiffness
in this point is assumed to be null.

4 Results and Discussion

Several numerical simulations have been performed in order to highlight the mutual
influence between damage and dynamic response. The geometrical and mechanical
properties of the considered laminated beam are given in table 1.

The beam is made of three layers oriented as (90◦/0◦/90◦), it is clamped at
x = 0 and free at x = L. It is subjected to a distributed impact along its free side
and in x direction with F = 1971.5N as magnitude and τ = 1ms as a duration.
In figure 3, the displacement amplitude is greater in the damaged case than in the
undamaged one. Therefore, the damage has an important impact on the dynamic re-
sponse since it affects the structure stiffness. This effect is visible in figure 4 and also
when the eigenfrequencies of the undamaged and damaged beams are compared as
in figure 5. So, when the damage is taken into account, the eigenfrequencies have a
significant decrease which reaches up to 25% for the first mode. Moreover, compar-
ing the damage evolution in curves (c) and (d) of the figure 3, the damage decreases
from the clamped side towards the free end of the beam. This can be explained by
the fact that the tensile stress has also the same monotony. Also, numerical simula-
tions show that the damage has an exponential shape and its slope tends to be more

Table 1 Geometrical and mechanical properties of the laminated beam

Elastic modulus E1 (e1) 45680MPa
Elastic modulus E2 (e2) 16470MPa
Shear modulus G12 6760MPa
Poisson ratio ν12 0.34
Poisson ratio ν23 0.34
Yc 0.0027MPa
q 1.246MPa
p 0.816
Beam length (x) : L 0.3m
Beam width (y) : b 0.03m
Beam thickness (z) :e 0.001m



www.manaraa.com

Nonlinear Dynamic Response Analysis 551

Fig. 3 Dynamic impulse response; (a) damaged beam, (b) undamaged beam & the damage
evolution in time; (c) in a Gauss point located near the free side (d) in a Gauss point located
near the clamped side

Fig. 4 Damage propagation in the first layer oriented as 90◦ of the laminated beam

Fig. 5 Decrease ratio between the eigenfrequencies, fD & f0, respectively of damaged and
undamaged laminated beam
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vertical when the damage becomes increasingly important. From 30%, the scalar
variable D increases considerably, and the function fd,i+1 in equation (7) will no
longer have solution in the real space, which means that the complete damage is
reached in this area of the structure.

5 Conclusion

The non-linear dynamic response of laminated beam was investigated including the
material nonlinearity generated by damage. Hence, a macro modeling was proposed
and investigated to predict the damage in the structure and its dynamic reponse un-
der an impact load. Several numerical simulations have been performed to highlight
the effect of the damage on the dynamic behavior, particularly, the eigenfrequen-
cies and mode shapes. Also, the proposed modeling permits to predict the damage
evolution in the space-time reference during loading. Hence, the damage modifies
significantly the dynamic reponse reflected in the increase of the displacement re-
sponse and the decrease between the eigenfrequencies of damaged and undamaged
structures. This decrease can be reach up to 25% for the first natural frequency in
the case of an impact load. Hence, the damage should not be neglected. The benefit
of this investigation is damage predicting and its localizing in time and space. The
changing effect of material properties induced by damage is taken account and in-
troduced into the dynamic analysis during loading. Therefore, this methodology can
be used in monitoring strategies and life time estimations of the complex structures.

References

Boubakar, M.L., Trivaudey, F., Perreux, D., Vang, L.: A meso-macro finite element mod-
elling of laminate structures: Part i: time-independent behaviour. Composite Structures 58,
271–286 (2002)

Cawley, P., Adams, R.D.: A vibration technique for non-destructive testing of fiber composite
structures. Journal of Composite Materials 13, 161–175 (1979)

Chee, C.Y.K.: Static shape control of laminated composite plate smart structure using piezo-
electric actuators. PhD thesis, University of Sydney, Aeronautical Engineering (2000)

Kulkarni, S.V., Frederick, D.: Frequency as a parameter in delamination problems-a prelimi-
nary investigation. Journal of Composite Materials 5, 112–119 (1971)

Lemaitre, J., Chaboche, J.L., Benallal, A., Desmorat, R.: Mécanique des matériaux solides.
Dunod (2001)

Perreux, D., Oytana, C.: Continuum damage mechanics for microcracked composites. Com-
posites Engineering 3, 115–122 (1993)

Reddy, J.N.: Mechanics of laminated composites plate: Theory and Analysis, 2nd edn. CRC
Press, Florida (1997)

Vestroni, F., Capecchi, D.: Damage detection in beam structures based on frequency mea-
surements. Journal of Engineering Mechanics 126, 761–768 (2000)



www.manaraa.com

 

  
© Springer International Publishing Switzerland 2015 
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II, 

553 

Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_55  

Non-linear Model Reduction Method Applied  
to Viscoelastically Damped Sandwich Structures 

Souhir Zghal1,2,3, Mohamed-Lamjed Bouazizi2,  
Noureddine Bouhaddi3, and Rachid Nasri1 

1 National School of Engineers of Tunis, Applied Mechanics and Engineering Laboratory, 
University of Tunis El Manar, BP 37, 1002, Belvédère, Tunis, Tunisia 
souhirzghal@yahoo.fr, rachid.nasri@enit.rnu.tn 

2 Research Unit of Structural Dynamics, Modeling and Engineering of Muli-Physics 
Systems, 8000 M’rezga, IPEI Nabeul, Carthage University, Tunisia 
Mechanical Department, College of Engineering Salman Bin Abdulaziz University, KSA 
lamjed.bouazizi@ipein.rnu.tn 

3  FEMTO-ST Institute UMR 6174, Department of Applied Mechanics,  
  University of Franche-Comté, 24 Chemin de L’Epitaphe, 25000 Besançon, France 
noureddine.bouhaddi@univ-fcomte.fr 

Abstract. The aim of this paper is to present an efficient non-linear model reduc-
tion method intended to temporal dynamic analysis of viscoelastic sandwich struc-
tures. The proposed non-linear model reduction method is based on the combina-
tion of modal synthesis method, as well known, substructuring technique and 
Guyan reduction method. Each substructure is analyzed and reduced separately as 
a linear finite element model. The viscoelastic behavior of the core, which de-
pends on frequency, is represented by Golla-Hughes-Mc Tavish (GHM) model. 
This model allows a correct representation of viscoelastic materials characteristics 
through the addition of dissipative coordinates. Once obtained, the reduced models 
of each substructure are assembled taking into account the local nonlinearities in 
the junctions leading to perform the capacity of the proposed method to reproduce 
the original model with accuracy and (CPU) time gain. Numerical examples are 
presented to illustrate the ability of the proposed non-linear model reduction me-
thod to handle both viscoelasticity and large finite elements models. 

Keywords: Sandwich, Viscoelastic, GHM model, Nonlinearities, Reduction me-
thod. 

1 Introduction 

Sandwich Structures (Reddy, 1997) are commonly used in various fields of engi-
neering such as: aerospace technology, marine and automotive industry. In fact, 
these structures allow a high way of vibration control due its light weight and high 
specific stiffness which make them a suitable choice of these manufactories. Since 
these structures are made of more than one layered materials, the dynamic analysis 
of their mechanical behavior requires a consistent model especially when they  
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incorporated viscoelastic materials which are frequency dependant. In addition, 
most modern control techniques require a time-domain model representation. This 
can be achieved through internal variables methods such as the Golla-Hughes-Mc 
Tavish (GHM) model (Golla and Hughes 1985; Hughes and Mc Tavish 1993) 
which allows an effective time-domain modeling of the frequency dependence of 
stiffness and damping properties of viscoelastically damped sandwich structures. 
Unfortunately, this is done at the price of increasing of finite elements models size 
due to the addition of dissipative degree of freedom to the system. Hence, model 
reduction methods should be applied. This was carried out in linear case in our 
previous work (Zghal et al. 2015). On other hand, the most of structures are as-
sembled leading to nonlinear behavior which must be considered in the dynamic 
analysis of such structures. Therefore, to handle large finite elements models size, 
viscoelasticity and nonlinearities a non-linear model reduction method is pro-
posed. This method is based on the combination of the substructuring procedure 
(Craig and Bampton, 1968; Kim 2002) with Guyan reduction method (Guyan 
1965; Bouhaddi and Fillod 1992). In first step, the whole of structure is subdi-
vided into substructures which are analyzed and reduced as linear system separate-
ly. In second step, the reduced models are assembled taking into account the local 
non-linearities in the junctions of these substructures. The performance of the pro-
posed non-linear reduction model method is evaluated through the (CPU) time 
calculations for the full and reduced models leading to highlight the efficiency of 
this method for providing a faster computation in the reduction of nonlinear sys-
tems. Two numerical examples are presented in order to show the applicability 
and efficiency of the proposed method. 

2 Golla-Hughes-Mc Tavish (GHM) Viscoelastic Model 

Viscoelastic materials properties depend on many factors which the most signifi-
cant parameter is the strain rate or frequency dependence. For that a consistent 
model should be considered to model correctly this dual character. One of the 
most attractive approaches is the Golla-Hughes Mc Tavish (GHM) model which 
describes the shear modulus, as a sum of mini-oscillators, accordingly to the  
following expression: 

( )
2

0 2 2
1

2
1

2

GN
i i

i
i i i i

s s
G s G

s s

ζ ωα
ζ ω ω=

⎛ ⎞+= +⎜ ⎟+ +⎝ ⎠
∑   

(1) 

0G represents the static modulus. Each mini-oscillator term is a second order 

rational function involving three positive constants (αi, ζi, ωi). These constants are 
determined experimentally by the curves fitting of the corresponding viscoelastic 
materials properties (Park et al, 1999). NG is the number of used mini-oscillators.  
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Additional variables are introduced to the model as follows: 

              
{ } { }

2

2 2
( ) ( )

2
i

i
i i i

z s q s
s s

ω
ζ ω ω

⎧ ⎫
= ⎨ ⎬+ +⎩ ⎭  

 
(2) 

Where iz represents the ith dissipative (generalized) coordinates and q are the 

structural (physical) coordinates. 
Then, this model is incorporated into the finite element method to obtain the 

governing equations of a sandwich structure through mass, stiffness and damping 
elements matrices. 

3 Governing Equations 

Consider the finite element equation of motion of a sandwich structure composed 
by three layers and containing N degree of freedom (Dofs): 

[ ]{ } [ ]{ } [ ]{ } { }M q D q K q F+ + =
 

(3) 

Taking into account the viscoelastic contribution of the core, the stiffness ma-
trix can be decomposed into elastic [ ]eK   and viscoelastic ( )VK s⎡ ⎤⎣ ⎦  parts as fol-

lows: 

[ ] [ ] ( ) [ ] ( ) Ve V eK K K s K G s K⎡ ⎤= + = +⎡ ⎤⎣ ⎦ ⎣ ⎦  (4) 

Substituting Eq. (4) into Eq. (3), the obtained equation of motion can be written 
in the Laplace domain as:  

[ ] [ ] [ ]( ){ }

{ } { }

2 0

2
0

2 2
1

( )

2
( ) ( )

2

G

e V

N
i i

V i
i i i i

s M s D K K q s

s s
K q s F s

s s

ξ ωα
ξ ω ω=

⎡ ⎤+ + + ⎣ ⎦

⎛ ⎞+⎡ ⎤+ =⎜ ⎟⎣ ⎦ + +⎝ ⎠
∑

 
 
 

(5) 

Where 0
0 VVK G K⎡ ⎤⎡ ⎤ =⎣ ⎦ ⎣ ⎦ is the static or low frequency stiffness matrix asso-

ciated to the viscoelastic core. 
After remplacing the dissipative coordinates by their expression (2) and doing 

some manipulations, the resulting (GHM) linear equations of motion in time  
domain is given as follows: 

[ ]{ } [ ]{ } [ ]{ } { }G G G G G G GM q D q K q F+ + =  (6) 

Where: [ ]GM ; [ ]GD and [ ] G Gn n
GK R ×∈ , with ( )1G Gn N N= + , are respectively 

the mass, damping and stiffness matrices of the global viscoelastic (GHM) model 
which are expressed as follows: 
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(7) 

0

1

1
GN

V V i
i

K K α∞

=

⎛ ⎞
⎡ ⎤ ⎡ ⎤= +⎜ ⎟⎣ ⎦ ⎣ ⎦

⎝ ⎠
∑ represents the dynamic or high frequency stiffness 

matrix associated to the viscoelastic layer. 
However, the equation of motion (6) is unable to describe the really behavior of 

assembled structures. Hence, the inclusion of local nonlinearities in the junctions 
of these structures is required. Consequently, the localized nonlinearities can be 
added through the equation of motion (6) as follows: 

[ ]{ } [ ]{ } [ ]{ } ( ){ } { }G G G G G G nl G GM q D q K q f q F+ + + =  (8) 

Where ( ){ }nl Gf q indicates the added term of localized nonlinearities contri-

bution. This term can be expressed by the Duffing oscillator as follows: 

( ){ } ( ) ( ) ( ) { }
3

1

m

nl G j G G nl G Gi j
j

f q q q K q qμ
=

⎡ ⎤= − = ⎡ ⎤⎣ ⎦⎣ ⎦∑  (9) 

As can be remarked, this non-linear load is a sum of the m attached non-linear 

springs relied to (i) dofs where jμ represents the non-linear stiffness factor and 

( )nl GK q⎡ ⎤⎣ ⎦ is the non-linear stiffness matrix contribution.  

Hence, as shown in these developments steps, the obtained non-linear equations 
of motion are in one hand of high order dimension due to the inclusion of the vis-
coelastic properties in the model and in other hand are complicated to resolve 
them due to the introduction of localized nonlinearities. Thereby, the development 
of a reduction method intended to non-linear viscoelastic sandwich structures be-
comes a double necessity. Motivated by the industrial viscoelastic sandwich struc-
tures nature and the fast calculations requirements in the finite elements codes, we 
propose a temporal model reduction method to the purpose of the study of the  
dynamic behavior of the non-linear viscoelastic sandwich structures. 
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4 Temporal Non-linear Model Reduction Method 

The proposed non-linear reduction method consists to combine modal synthesis 
method and Guyan reduction method in order to handle both viscoelastic proper-
ties and local nonlinearities in the junction of the assembled sandwich structures. 
Thereby, the non-linear reduced model of the order n<<nG can be obtained as  
follows: 

     [ ]{ } [ ]{ } [ ]{ } [ ]{ } { }c c c c c c nlc c cM q D q K q K q F+ + + =  (10) 

Where[ ]cM ;[ ]cD ;[ ]cK ; [ ]nlcK and{ }cF represent respectively the reduced 

mass, damping, linear and non-linear (GHM) viscoelastic stiffness matrices and 
the reduced load vector which are expressed in the following forms: 
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(11) 

Hence, the passage from full to reduced non-linear (GHM) viscoelastic model 

is carried out by the proposed reduced basis [ ]GnT which its form is given as fol-

lows: 
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Where: 

[ ] 1

1
ii ij
q qt K K

−
⎡ ⎤ ⎡ ⎤= − ⎣ ⎦ ⎣ ⎦ ;[ ] ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

-1ii ij ii
2 q qz qzt = - K K K  (13) 

[ ]1I  and[ ]2I are the identity matrices with appropriate sizes. 

The subscript i and j indicates respectively the interior (slave) and the junctions 
(master) dofs. In fact, in the reduction processus only master (or junctions) dofs 
are retained, the others unwanted dofs are removed. This basis allows a drastic re-
duction of the full dofs of the viscoelastic sandwich structure with generation of a 

term [ ]2t which indicates the contribution of the viscoelastic materials properties 

through the (GHM) model. This term contains both purely structural and coupled 
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dissipative-structural effects. These effects are shown respectively through the 
stiffness matrices as follows: 

 

         [ ]q e VK K K ∞⎡ ⎤⎡ ⎤ = +⎣ ⎦ ⎣ ⎦  (14.a) 

           
0 0

1 Gqz V N VK K Kα α⎡ ⎤⎡ ⎤ ⎡ ⎤⎡ ⎤ = − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦  (14.b) 

 
Therefore, this proposed method provides an efficient tool to reduce the large 

dimension systems at the presence of viscoelastic components and local nonlinear-
ities with the minimum (CPU) time.  

5 Numerical Examples 

This section presents numerical examples, which were employed to illustrate the 
effect of inclusion of localized nonlinearities in the prediction of the dynamic be-
havior of viscoelastic sandwich structures and to test the efficiency and the accu-
racy of the proposed reduction method.  

5.1 Non-linear Supported Viscoelastic Sandwich Beam 

Firstly, a non-linear supported viscoelastic sandwich beam is examined.  
 

 

Fig. 1 Non-linear supported viscoelastic sandwich beam Al/242F01 3MTM/Al 

Cross section oof one element 

N
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It has L=500 mm of length and b=38mm of width. It is constituted by two faces 
made of Aluminum with Young modulus: Ef=70 10 N/m2; Poisson ratio: υf=0.3; 
density: ρf=2750Kg/m3; Thickness1:hf1=4.5mm; Thickness3: hf3=0.5mm and a 
viscoelastic core commercially available 242F01 3MTM used at 250 C using the 
(GHM) shear modulus (Eq.1) with Poisson ratio: υc=0.5; density: ρc=1099.5Kg/m3 
and Thickness: hc=0.2mm. We use here one minioscillator with three constants: 
α1=1.047;ζ1=3911.89;ω1=4943.06rad/s and static modulus G0=0.079 MPa. The 
mesh of the sandwich structure involves 20 elements through the length and 2  
elements through the width as shown in Fig.1.    

The viscoelastic sandwich beam is subjected to a harmonic load in the point A 
of amplitude 70N and frequency excitation f=18Hz (around its first vibration 
mode) to arise effectively the non-linear behavior. The value of the non-linear 
Duffing spring coefficient is (μj )j=1,..,10=109N.m-3.The obtained temporal responses 
of full and reduced models in terms of relative displacements (w/h) and velocity 
are illustrated in Fig.2 (a) and (b).  

 
 

 

 

Fig. 2 Temporal responses of full and reduced models of the non-linear supported viscoe-
lastic sandwich beam: (a) f<fc and (b): f>fc 

Fig.2.(a) and (b) show the temporal responses of the non-linear supported vis-
coelastic sandwich beam for two cases of harmonic excitation (f<fc and f>fc) with 
(fc=165Hz) is the cutoff frequency which is evaluated by the resolution of the 

 

 

  (b)   (a) 
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slave (or interior) eigenfrequencies problem associated to the conservative sand-
wich structure(Bouhaddi and Fillod, 1992). The dimension of reduced model is 
810 compared to the full model which is equal to 1600 which leads to 50% of re-
duction in terms of size model. Furthermore, the full and reduced models are well 
correlated for an excitation frequency (f=18Hz) less than the cutoff frequency 
relative to those for excitation frequency (f=300Hz) high than the cutoff frequency 
which presents a shift between the two curves. On other hand, the relative error for 
the three temporal moments indicators (E, T, D) (Hemez and Doebling, 2003) 
does not exceeds 5% in E, 1% in T and 1% in D which leads to validate the accu-
racy of the proposed reduction method for such non-linear structures. As well as, 
the (CPU) time required for the calculation of the reduced model is about 15min 
compared to the full model which is about 2h which indicates a significant reduc-
tion ratio of 87%. Hence, the proposed non-linear reduction method improves its 
efficiency in terms of accuracy and time gain for such structures with localized 
nonlinearities. 

5.2 Non-linear Assembled Viscoelastic Sandwich Beams 

The second test consists of three viscoelastic sandwich substructures assembled 
through non-linear springs in their junctions as depicted in Fig.3. Each 
substructure has the same mechanical and geometrical propreties as described in 
section (5.1). Furthermore, the global viscoelastic sandwich structure is exihibited 
to a harmonic load of amplitude 70N in the point E. 
 

 
 
 
 
 
 
 
 

Fig. 3 Assembled viscoelastic sandwich beams  

Firstly each substructure is reduced separately. The size of the obtained reduced 
model for the substructure (SS1) and (SS3) is 805 and for the substructure (SS2) is 
810. The choice of junctions dofs (j=5 for SS1 and SS3) and (j=10 for SS2) is car-
ried out on maximizing the cutoff frequency of each substructure which is equal to 
165Hz. 

After that, the reduced matrices are assembled taking into account the localized 
nonlinearities in the junctions between the three viscoelastic substructures (SS1) 
(SS2) and (SS3) leading to a global reduced system of order 2420. The obtained 
temporal results are presented in Fig.4 (a) and (b). 

 

SS1 

SS2 

SS3E 

NL NL
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Fig. 4 Temporal responses of full and reduced model of the non-linear assembled viscoelas-
tic sandwich beam (a): f<fc and (b): f>fc 

Fig.4 (a) shows that the temporal reponses of full and reduced models are in 
good agreement for (f=25Hz<fc) in terms of relative displacement and velocity 
while those obtained for (f=400Hz>fc) (Fig.4 (b)) presents a shift in amplitude and 
time scales. This shift is about 4% in E, 0.1% in T and 0.2% in D for the dis-
placement response and 6% in E, 0.3% in T and 0.1% in D for the velocity  
response. This leads to validate the applicability of the proposed method for non-
linear viscoelastic structures in time domain. The reduction ratio of reduced model 
compared to full model in terms of (CPU) time is about 90% which indicates the 
passage from 10 h of calculations for full model to 1h for reduced model. This 
shows the performance of the proposed non-linear reduction method for such 
structures.  

6 Conclusion 

The present work has presented an alternative reduction method for non-linear 
sandwich structures. This method is based on the combination of Guyan reduction 
method and substructring method with viscoelastic components via (GHM) model. 

  (a)    (b) 
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In fact, (GHM) model used dissipative coordinates which added to finite elements 
models leads generally to high order system which needs to be reduced. Further-
more, the addition of localized nonlinearities in the junctions of these structures 
leads to complicated resolution scheme. Hence, a model reduction method for 
non-linear sandwich structures was proposed. This method has led to much faster 
computations on the reduction of full dofs of the global sandwich structure with 
satisfactory results. In particular, a reduction of 90% of full dofs in the case of 
three assembled substructures has shown the efficiency of the proposed method in 
terms of (CPU) time. Therefore, the proposed reduction method allows a soft han-
dling of sandwich structures with large size and viscoelastic components at the 
presence of localized nonlinearities. This motivates to perform experiment inves-
tigations in our future work to more validate the numerical obtained results. 
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Abstract. We propose in this paper a numerical modal appropriation method for 
use with in-operation modal analysis (INOPMA). The key idea is to realize that 
the correlation sequence of the system output is the sum of decaying sinusoids 
with a certain phase shift and therefore it may be considered as an impulse 
response. The method is based on performing a numerical convolution of a single 
sine wave force with the system output correlation sequence. The steps are then 
similar to the classical modal appropriation method, although the characteristic 
frequencies are different. This approach is validated and compared to a subspace 
method on simulated data as well as on experimental data and it is shown that 
INOPMA outperforms the subspace method. 

1 Introduction 

Classical modal parameter identification methods are usually based on frequency 
response functions or impulse response functions that require measurements of the 
input force and the resulting response. However, in some practical situations, 
modal parameters must be extracted from response measurements only. For 
example, for large structures (such as bridges, offshore platforms, and wind 
turbines), it is very difficult and sometimes impossible to measure actual 
excitation (such as wind, road noise, and wave excitation). The large amount of 
energy necessary to induce structural vibrations may cause local damage and 
excitation becomes very difficult to generate. Moreover, the actual operating 
conditions may differ significantly from the laboratory conditions. Therefore, in 
these applications, the system identification approach must be done on the basis of 
in-operation output-only data. The method of in-operation modal analysis has 
gained considerable attention in recent years. There have been several different 
approaches to estimate modal parameters from output-only data. They include 
peak-picking from power spectral density functions [3], Least Squares curve 
fitting technique [8], subspace methods [10,12] and the natural excitation 
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technique (NExT) [5] using cross correlation functions instead of impulse 
response functions. 

On the other hand, one of the most powerful methods for modal identification 
is the modal (or force) appropriation method which uses one sine signal to 
generate forces at different points of the structure and adjusts the relative values of 
those forces so as to isolate a single mode. Such tests provide very accurate 
information on the modeshapes, which is then complemented by specific tests to 
determine the modal damping [2]. 

Inspired by this last method, we propose in this paper a modal appropriation 
based method for use with in-operation modal analysis (INOPMA). The key idea 
is the realization that the correlation sequence of the outputs of a vibrating 
structure may be considered as an impulse response but with a certain phase 
shift[5]. By taking the convolution of one sine wave with the correlation sequence 
we show that a mode is isolated at a characteristic frequency which depends on the 
damping ratio. By using a force that is in quadrature of phase with the first one, 
the damping ratio may be estimated which in turn leads to the estimation of the 
undamped natural frequency. 

We investigate in this paper the performance of INOPMA, first on simulated 
data (SDOF, MDOF) and it is shown that this method provides estimates of the 
modal parameters with much less variance than subspace algorithm (the balanced 
realization algorithm (BR) [4]. Second, the method is validated on experimental 
data and comparable results with the subspace algorithm are obtained. 

2 The Case of a Sdof System 

Consider a SDOF system with undamped natural frequency nω  and damping 

ratio ζ ,excited with a random force with spectrum of amplitude 0S . The 

correlation sequence of the output ( )y t  is given by [9]: 

 

0

2
( ) cos( ) sin( )

4 1
nn

d d

S
R e ζω τω ζτ ω τ ω τ

ζ ζ
−

⎡ ⎤
= +⎢ ⎥

⎢ ⎥−⎣ ⎦
   

(1) 

 

Where 21d nω ω ζ= −
    

This correlation sequence is a decaying sinusoid but with a certain phase shift 
that depends on the damping ratio. Therefore it may be considered as an impulse 
response except that the phase shift needs to be taken into account. 



www.manaraa.com

A Critical Evaluation of the INOPMA Algorithm for In-Operation Modal Analysis 565 

Let’s consider now the convolution of this correlation sequence with a pure 
sine wave with driving frequency ω , that is ( ) sin( )f t tω=  and call the result 

( )x t  which is also a sine wave at the same frequency.
 

The transfer function 
( )

( )
( )

x s
G s

f s
=  is given by [9]: 

0
2 2
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n
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+=
+ +

             (2) 

 
The tangent of the phase angle of this transfer function can be shown to be : 

2 2 2
3

tan( ) (1 4 )
2 n

n

ωφ ω ω ζ
ζω

⎡ ⎤= − − −⎣ ⎦
   

(3)

 
This phase angle is exactly zero at the following frequency: 
 

* 21 4nω ω ζ= −
      

(4) 

 
By varying the driving frequency ω  and computing the phase angle between the 

input and the output, this frequency can be identified exactly. We call this property 
the phase resonance. This is similar to the phase resonance property used in modal 
appropriation [2]. The convolution done between the force and the correlation 
sequence may be thought of as applying a harmonic force to a certain structure.  

Notice however since the damping ratio is not known, it is not possible at this 

stage to identify nω . It is possible however to identify *ω  exactly as this is the 

frequency at which the phase becomes zero. Next the damping ratio needs to be 

estimated. With ζ known equation (4) yields an estimate of nω . 

Once *ω  is identified, let us take the convolution of the correlation sequence 
with a harmonic signal that is in quadrature of phase (at pi/2) with respect to the 
first one and with amplitude α , that is ( ) (1 ) ( )g t j f tα= +  

We can show that the phase resonance now occurs at the frequency  given by: 

* * 1 ( )ω ω αζβ ζ= +
      

(5) 

Where ( )β ζ  is given by : 

3
2 2( ) (1 4 )β ζ ζ

−
= −      (6) 

By varying α  and computing the new phase resonance frequencies, the 
damping ratio may estimated by solving the following equation: 
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*2

*2

1
( )

ω ξβ ζ
ω α

∂ =
∂          

(7) 

For exact estimation of ζ  one can fit equation (7). However for a wide range 

of damping ratios, the function ( )β ζ is almost 1. A very good estimate ofζ may 

be given by: 
*2

*2

1 ωζ
ω α

∂≈
∂       

(8) 

 
Once the damping ratio is estimated, the natural frequency may be estimated 

from equation (4). 

3 Simulation Study 

In this section we consider a simulation study of the presented method. In 
particular we consider a Single Input Single Output system (SISO) and a Multi 
Input Single Output system (MISO). We show that the INOPMA method 
outperforms subspace methods (the BR algorithm) by providing modal parameters 
with much less bias and  variance. 

3.1 Siso Systems 

We consider here a SDOF system excited with white noise. The mass, damping 
and stiffness values used are respectively m=100kg, c=80 Ns/m and k=100x103 
N/m. 2000 data points were simulated and 2% noise was added to the output. A 
total of 60 experiments were performed where at each experiment a different 
realization of the excitation as well as the noise is used. The subspace algorithm 
was used for the extraction of the modal parameters with truncation of the Hankel 
matrix at the exact model order. Initially, at the first run, the empirical variances 
of the modal parameter estimates are set to zero. Then at each successive run the 
set of identified modal parameters increases and is used to compute the empirical 
variance of that set. As the runs increase the number of modal parameters 
increases and better estimates of the variances (variance of the set of the estimated 
modal parameters) are obtained which will eventually converge.  The results are 
shown in Figures 1 and 2. It is obvious from the figures that INOPMA presents 
much less variance than the subspace algorithm. In order to study the bias on the 
modal parameters, the relative error (the exact value minus the estimated value 
over the exact value) on the frequency and damping is computed for 60 simulation 
runs. Inspection of Figure 3 and 4 shows that INOPMA outperforms the subspace 
algorithm. 
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Fig. 1 Variance on damping, SDOF case 

 

Fig. 2 Variance on frequency: SDOF case 
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Fig. 3 Absolute value of the relative error on the frequency. 

 

 

Fig. 4 Absolute value of the relative error on damping 
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3.2 Miso Systems 

We consider here a simulation study of a MISO system. In particular, a 2DOF 
system is considered but only 1 output is chosen in the identification process. The 
mass, damping and stiffness matrices used are respectively:  

3100 0 200 100 200 100
, ,  10

0 100 100 300 100 300
M C K

− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= = = ×⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 

The same experiments as for the SDOF system are performed. The results are 
shown in Figures 5 and 6 where it is obvious that the INOPMA method again 
presents much less variance that the subspace algorithm. The bias on the first 
mode is illustrated in figures 7 and 8.  

 

 

Fig. 5 Variance on damping: MISO system 
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Fig. 6 Variance on frequency: MISO system 

 

Fig. 7 Absolute value of the relative error on the frequency 
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Fig. 8 Absolute value of the relative error on damping 

4 Experimental Study 

We compare in this section the INOPMA algorithm to the data-driven stochastic 
subspace algorithm (SSI). The tested structure used in this study consists of a 
suspended steel subframe structure. The structure is excited at two different 
locations using random noise inputs, and 28 accelerometers were used for 
measuring time responses. The analysis was performed on the 0-500 Hz frequency 
range and 32000 data points per channel were collected with a 1024 Hz sampling 
frequency. The LMS-Cadax system was used for data acquisition. 

Conerning INOPMA, 256 lags were used to compute the convolution. The 
characteristic frequency was identified quite robustly however it is noticed that the 
damping ratio is more sensitive to the design parameter α . One of the advantages 
of INOPMA is that it does not require a stabilization diagram like subspace 
methods, moreover it isolates the modes mode by mode making the identification 
easy. Also, the problem of spurious modes encountered often with subspace 
methods is avoided with INOPMA. 
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Table 1 Identification results. INOPMA vs. Subspace 

 
Mode 

Frequency (Hz) Damping (%) 

INOPMA SSI INOPMA SSI 
1 119.27 118.99 0.28 0.25 
2 155.02 154.59 0.31 0.29 
3 192.68 192.05 0.29 0.30 
4 215.21 214.87 0.32 0.30 
5 227.85 228.96 0.22 0.21 
6 239.58 238.88 0.45 0.42 
7 284.36 285.29 0.23 0.21 
8 320.47 320.16 0.92 1.1 
9 333.24 332.95 0.28 0.25 

10 352.05 351.28 0.48 0.52 
11 397.29 398.01 0.24 0.21 
12 416.87 416.63 0..23 0.21 

 467.53 466.82 0.18 0.15 

5 Conclusion 

A new numerical modal appropriation based method for use with in-operation 
modal analysis (INOPMA) has been derived.  The key concept is the realization 
that the output correlation sequence is a decaying sinusoid with a certain phase 
shift and therefore may be considered as an impulse response. The convolution of 
this correlation sequence with a pure sine wave allows the isolation of the mode at 
a characteristic frequency which depends on the damping ratio. By using a force in 
quadrature of phase with a sine it is possible to estimate the damping ratio which 
in turn allows the estimation of the undamped natural frequency. This approach is 
validated on simulated data and it is shown that the modal parameters determined 
in this way present much less variance and bias than subspace based identified 
methods. The proposed method is also validated on experimental data and it is 
shown that the results compare well with the subspace method. One of the 
advantages of this method is the fact that there is no need of a stabilization 
diagram as required in many modal identification methods (subspace). The 
extension of this approach to MIMO systems is on-going. 
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Abstract. The present work is intended to introduce a new reliability based optimi-
zation strategy (RBO) of single-tuned mass damper (TMD) parameters. The strategy 
uses an energetic approach and consists to obtain the optimum TMD parameters so 
that a failure probability is minimized. The failure probability is related to the dissi-
pated power process in the primary structure (DPP) and it's characterized by the  
out-crossing, for the first time, of the DPP across a certain threshold value during a 
time interval. The introduced RBO strategy is then compared with another related to 
the mean value of the DPP. The obtained results show a strong correlation between 
the presented strategies and equivalence can be made. The effectiveness of the TMD 
with the proposed optimum parameters is also investigated and compared with Bi-
tuned mass dampers (Bi-TMDs). The results showed that the TMD optimized using 
the proposed strategy is more effective than the Bi-TMDs.  

Keywords: Reliability based optimization of TMD parameters, Energy approach, 
Mean value dissipated power, Non-Gaussian processes, Rice's formula. 

1 Introduction 

Nowadays, the use of the TMD devices in order to mitigate vibrations in structures 
subject to stochastic loadings is a recognized practice in engineering field (Marano 
et al. 2010). To ensure the effectiveness of the TMD devices, designers have to 
carefully choose the optimum design parameters using appropriate criteria. Sever-
al optimization strategies, in both deterministic and uncertain context, can be 
found in the literature (Yu et al. 2013) and they all aims to get optimum TMD pa-
rameters so that a certain criteria is met. Through the existent optimization strate-
gies, one can cite the stochastic structural optimization (SSO) (Marano et al. 2010), 



www.manaraa.com

576 E. Mrabet et al. 

in which the objective function is explicitly related to the root mean square dis-
placement of the structure and the RBO, in which the objective function is a failure 
probability (Chakraborty and Roy 2011).  In the context of the RBO strategy, the 
optimum parameters of the TMD are obtained so that a failure probability is min-
imized; the failure probability depends on the designer aim and it's strictly related 
to a certain failure mode. A failure mode can be for examples: (1) the exceedence, 
for the first time, of the Von Mises stress process into a given area of a structure, 
of a given threshold during a time interval (Gupta and Manohar 2005); or, (2) the 
exceedence of the displacement of a structure, on which the TMD device is at-
tached (Chakraborty and Roy 2011), of a given threshold during a time interval. 

The evaluation of the failure probabilities in the context of RBO constitutes a 
time depending problem of reliability analysis and one of the most common prac-
tice used when handling the RBO is the transformation of the problem into time 
invariant format (Gupta and Manohar 2005). Consequently and by making the 
Poisson assumptions (Crandall 1970), the classical Rice's formula (Li and Chen 
2009) can be used and then the failure probability is easily expressed.  

In the present work a new RBO strategy is introduced using the DPP which is 
strictly related to the damage in vibrating structures (Greco and Marano 2013). 
The strategy consists to get optimum TMD parameters so that the failure probabil-
ity characterized by the exceedence of the DPP, for the first time, of a certain 
threshold during a time interval. The expression of the failure probability is pre-
sented in this work for a generic system of one degree of freedom subject to  
seismic motion.  

In addition to the new RBO strategy, a second optimization strategy using an 
energetic criterion is also implemented; the strategy was recently introduced in 
(Greco and Marano 2013) and consists to find the TMD parameters so that the ob-
jective function, explicitly related to the mean values of the DPP, is minimized.  

For sake of comparison, the effectiveness (vs. earthquake frequency) of the 
TMD device, for both strategies, is discussed and a correlation analysis is made.  

The obtained results show, on one hand a strong correlation between these 
strategies and equivalence can be made, on the other hand, for frequencies close to 
the main structure natural frequency, both strategies are earthquake dependant. 
Besides, the frequency responses of the primary structure when it's equipped with 
a single-TMD and Bi-TMDs (Seug-Yong et al. 2009) are also examined. The re-
sults showed that a single-TMD optimized using the proposed approach is more 
effective than the Bi-TMDs optimized using the easy-to-use design formula  
proposed in (Seug-Yong et al. 2009).  

2 Structural Model and Dissipated Power Expression 

Figure 1 (a) shows an idealized mechanical model of a single-TMD attached to a 
primary structure. The natural frequencies and damping ratio of the TMD device  
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are TTT mk=ω  and TTTT mkc 2=ξ , respectively. The primary structure is 

described by its natural frequency sss mk=ω and it damping ratio 

ssss mkc 2=ξ . The system is excited by a base acceleration by  due to seismic 

motion which is modeled by the well known Kanai-Tajimi stationary stochastic 
process (Marano et al. 2010). 

 
 
 
 
 
 
 
 
 
 

 

Fig. 1 The primary structure with: (a) single-TMD, (b) Bi-TMDs 

2.1 Covariance Responses of the Primary Structure with Single-
TMD and Mean Dissipated Power Expression  

Let sT mm=μ  be the mass ratio, the system equations, for the single-TMD, 

written in the state space form is deduced from the characteristic system matrices: 
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where fξ , fω and fy are the damping ratio, the natural frequency and the relative 

response (with respect to the ground) of the elastic filter (Marano et al. 2010). The 

global space state vector is then ( ) T
fsTfsT yyyyyy  Y ,,,,,= and 0S  is the inten-

sity of the stationary Gaussian zero mean white noise process applied at the bed  
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rock. The stochastic response of the system is completely known by the space 
state covariance matrix R  which is the solution of the Lyapunov equation: 

0BRAAR T =++ .                               (1) 

The root mean square displacement (rmsd) of the primary system can be obtained 

as )2,2(R=
syσ . The root mean square velocity (rmsv) is expressed as 

)5,5(R=
syσ .  

In stationary condition, the DPP in the primary structure and its time derivative 
can be written as follows (Greco and Marano 2013): 

)(2)()( 22 tymtycte ssssss ωξ==   and     )()(4)()( tytymdttdete sssssωξ==  (2) 

Let .  denotes the expectation; the mean value of the DPP can be obtained as 

follows (Greco and Marano 2013): 

sysssssssss mtymtyc 222 2)(2)( σωξωξρ ===                      (3) 

 The acceleration covariance matrix is related to the covariance matrix R  and it is 
given by:  
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Hence, the root mean square 
syσ of the relative acceleration sy can be immediate-

ly deduced and written as )2,2(yyR=
syσ . 

2.2 Frequency Response of the Primary Structure with Single-
TMD 

Let )4)(()4()( 2222222224
0 ωωξωωωωξωω ffffffS +−+=Φ  be the Kanai-Tajimi 

PSD (Seug-Yong et al. 2009), the frequency response function of the primary 
structure is obtained using the state space representation as follows: 

GAIC 1
0).()( −−= ωω iyh

sy                                       (4) 

where )0010(=yC , T)1100( −−=G , I  is the identity matrix, ω  is 

the circular frequency argument; 0A  is the state space matrix corresponding to 

the state vector T
sTsT yyyy ),,,(0 =Y and it can be written as 
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The displacement power spectral density (PSD) of the primary structure is  

immediately obtained as follows: 

)()()(
2

ωωω Φ
syyy hS =                                               (5) 

3 The Proposed Optimization Strategies for the Single-TMD  

In the present work, two optimization strategies are considered. The first one is a 
new RBO strategy involving the DPP )(te  of the primary structure. The second is 

an optimization strategy recently introduced in (Greco and Marano 2013) involv-
ing not the DPP itself, but its mean value.  

The new RBO strategy consists to find the optimum design parameters 
T d )( TT ,ξω= , of the TMD device, that minimizes the failure probability fP  

characterized by the exceedence, for the first time, of the DDP )(te  of a certain 

threshold value β  during a time interval [0, T].  

Considering the Poisson assumptions (Li and Chen 2009), the failure probabil-
ity can be approximated by ( )TPf )(exp1 βυβ−−≈  where )(βυβ  is the mean out-

crossing rate of the DPP that can be obtained, using the classical Rice's formula,  
as follows: 

edepe EE ),(.)(
0

ββυβ ∫
∞

=                                         (6) 

where 
EE

p  is the joint probability function (PDF) of the considered DPP and its 

time derivative. After manipulations, the mean out-crossing rate can be written as 

{ }24exp)()(
sss ysssyy m σωξβπσσβυβ −=  and the failure probability can be de-

duced; therefore the RBO problem with DPP approach can be formulated as  
follows: 

Find   ),( TT ξω=d   To minimize  

( ){ }24exp)(exp1
sss ysssyyf mTP σωξβπσσ −−−=

                     
(7)    
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The second optimization strategy is inspired by the work presented in (Greco 
and Marano 2013). The strategy is based on the mean value of the DPP expressed 
in Eq. (3) and can be formulated as follows: 

Find   ),( TT ξω=d    To minimize     

sysss m 22 σωξρ =                                       (8)    

4 Numerical Study 

The purpose of the numerical study is to analysis the correlation between the pro-
posed optimization strategies in one hand, and in the other, to investigate their ef-
fectiveness in absorb vibrations. To this end, the PSD displacement responses of 
the primary structure equipped with the proposed optimum TMD parameters are 
compared with a Bi-TMD. The Bi-TMDs, Fig.1 (b), is a device composed by two 
parallel TMDs and they have the following optimum parameters (Seug-Yong et al. 

2009): 1
1 )2593.20737.1( −+= μωω sT , 3386.0

1 2623.0 μξ =T   for the first Bi-

TMDs, and 1
2 )4418.09895.0( −+= μωω sT , 4600.0

1 4054.0 μξ =T  for the second 

Bi-TMDs. 
The correlation analysis allows establishing relationships and possible equivalenc-

es between the proposed optimization approaches. To this end, a dimensionless quan-
tity sf ωω=ψ  is introduced to make comparison between the obtained results of 

the proposed strategies. The structural parameters are assumed to be 1=sm , 

πω 8=s , 4.0=fξ , 03.0=sξ , 03.00 =S , %2=μ , 045.0=β  and sT 10= . For 

the optimization, the genetic algorithm routine available in Matlab is used.  
Figure 2 gives the optimum design parameters of the TMD when both ap-

proaches are applied. From Fig. 2(a) one can observe that, for both strategies, the 
optimum natural frequencies are earthquake dependant for 2<ψ  . Indeed, the op-

timized natural frequencies are increasing functions until roughly 51.≈ψ  and then 

decreasing function until values neighboring 2≈ψ . Besides, it seems that the 

natural frequencies become approximately constant for values 2>ψ , which 

means earthquake independence. Figure 2 (b) shows that the optimized damping 
ratios obtained using the proposed strategies are also earthquake dependent for 

2<ψ  and they become independent for 2>ψ  . In effect, the optimized damping 

ratios are roughly linear decreasing function until 1≈ψ  where a minimum is 

reached, then increasing function until 2≈ψ . In addition, the observed curve 

slope of the obtained results shown in Fig. 2(b) for 1<ψ  , also prove that the 

TMD performances are strongly dependant on earthquake. The optimized failure 

probabilities *
fP  obtained using the RBO approach and the failure probabilities 
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fP  evaluated using the optimum values when the mean value of the DPP ap-

proach is applied as well as their corresponding relative error are shown in Fig.3. 
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Fig. 2 Optimum natural frequencies (a) and damping ratios (b), obtained using the RBO  
and the mean value of the DPP approaches. 

The obtained results shown in Fig. 3(a) confirm the remarks made previously in 

Fig.2. Indeed, the obtained values of *
fP  present large variability vs. ψ  and the 

TMD performance is strongly earthquake dependant especially for the values 
neighboring 151.≈ψ  where a maximum is reached. It is also observed that the op-

timized failure probabilities are less sensitive, to earthquake, for 2>ψ . Besides, 

the examination of the curve corresponding to the optimized values showed that it 
is below the curve corresponding to the failure probability evaluated using the op-
timum parameters when the mean value approach is applied. Figure 3(b) shows 
the relative error between the optimized failure probabilities obtained when the 
RBO is applied and the failure probabilities evaluated using the optimum TMD 
parameters obtained when the mean value approach is applied. The examination of 
this figure demonstrates that a maximum is reached for 05,1≈ψ with an error 

%610,6 3max
1

−=ε . Besides it has been also found that the error is smaller than 

%10 3−  for 8,3>ψ . 

Figure 4(a) shows the optimized mean values of the DPP *ρ  compared with 

the mean values ρ  of the DPP evaluated using the optimum TMD parameters if 

the RBO approach is applied. The same observations made previously for  
Fig. 3(a) can be done for Fig. 4(a). Indeed the TMD performance is strongly  

(a) 

(b) 
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dependant on earthquake for values around 151.≈ψ  then it's less sensitive for 

2>ψ . The curve corresponding to the optimized values are below the curve cor-

responding to the mean values of the DPP evaluated with the optimum parameters 
when the RBO approach is applied.   
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Fig. 3 (a) *
fP  obtained using the RBO approach compared with those evaluated using the 

optimum values obtained using the mean value DPP approach; (b) the relative error 

The relative error between *ρ  and ρ  is given in Fig.4 (b). The inspection of 

this figure shows that a maximum error %10.5,0 3max
2

−=ε  is reached for 051.≈ψ  

and it is roughly zero for 2>ψ . The comparison of the obtained results in Fig.3 

(b) and Fig.4 (b) demonstrate clearly that the RBO using the DPP approach is 
more robust than the approach using the mean value of the DPP. Herein, the ro-
bustness should be understood in sense that the RBO strategy can provide the re-
sults obtained with the mean value approach with an error less than 

%10.5,0 3max
2

−=ε , which is roughly twelve times less than the obtained error, 

%610,6 3max
1

−=ε , in the reciprocal case. 

Figure 5 depicts the PSD displacement response of the primary structure when 
it's equipped with single and Bi-TMDs. The responses are compared with the PSD 
response without TMD. The examination of Fig.5 shows clearly that both optimi-
zation strategies have the same effectiveness and they are more effective than the 
Bi-TMDs. Indeed, for frequencies neighboring 26 rad/s, the PSD response with 
the proposed optimization strategies (i.e., the RBO and mean values) is less than 
the PSD response when the primary structure is equipped by Bi-TMDs. Neverthe-
less, it's also observed that the bandwidth frequency suppressed by the Bi-tuned 

(a) 

(b) 
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mass dampers is larger than those suppressed with the single-TMDs which is 
completely predictable. 
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Fig. 4 (a) *ρ  obtained using the DPP mean values approach compared with those evaluated 

using the optimum values obtained with the RBO approach; (b) the relative error 
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Fig. 5 Effectiveness of the proposed optimization approaches compared with Bi-TMDs 
101.=ψ  

5 Conclusion 

In this paper two optimization strategies of single-TMD parameters under stochas-
tic loading are presented and compared. The selection of one of these strategies to-
tally depends on the designer aim. The first one is a new RBO strategy and it uses 

(a) 

(b) 
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the DPP in the primary structure. The introduction of this strategy is motivated by 
the strictly relationship between the DPP in the primary structure and the damage 
level of the vibrating structure. 

The second strategy is based on the mean value of the DPP and could refer to 
an SSO problem. 

The expression of the failure probability, for the RBO approach, is presented 
and a comparison between the presented strategies is made. The obtained results 
show that both strategies are strongly earthquake dependent on values of earth-
quake frequencies close to main system frequency and they are less sensitive out-
side of this frequency.  

The correlation analysis made between the presented strategies showed that the 
RBO approach is more robust in sense that it can provide the optimized TMD pa-
rameters if the mean value approach is applied; the maximum relative error raised 

is less than %10.5,0 3− . 
Besides, it has been found that the single-TMD device optimized with the new 

RBO strategy is more effective, to absorb vibration, than the Bi-TMDs.            
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Abstract. In the context of vibration reduction using piezoelectric semi-passive
techniques, this paper presents an analytical solution for the dynamic response of
a thin plate with various boundary conditions fitted with a shunted piezoelectric
patch. The proposed formulation is based on the classical plate theory and takes
into account the effect of the mass and the stiffness of the piezoelectric patch. The
Rayleigh-Ritz modal projection method is applied to convert the partial differential
equations into ordinary differential equations. An example of a vibration attenuation
application using an RL shunt circuit is presented.

Keywords: Vibration control, piezoelectric shunt, analytic solution, dynamic ef-
fect, plate structures.

1 Introduction

Piezoelectric patches have recently been the subject of numerous researches partic-
ularly in the field of vibration control and energy harvesting. These two research
fields are closely related since they apply the conversion of the electromechanical
energy of piezoelectric material systems. This has made these devices particulary
atractive for researchers especially in the last two decades. Hence, numerous ana-
lytical and numerical models of piezoelectric structures such as piezoelectric plates
have been devoloped.

In the analytical modeling, it is common to neglect the influence of the mass
and stiffness of the patch in the coupled system. This assumption was proposed by
Crawley and de Luis1 who suggested that the induced bending of the actuator can be
represented as an external load consisting of a pair of line moments of opposite signs
located at the actuator edges. This assumption greatly simplifies calculations but it
is reliable only when dealing with small size patches, precisely thin and lightweight

c© Springer International Publishing Switzerland 2015 585
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II,
Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_58
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patches, compared to the dimensions of the plate. Several researchers have adopted
this assumption. For exemple, a formulation assuming that these line moments are
proportional to the applied voltage was proposed by Fuller, Elliott and Nelson2.
The same formulation has been developed in the case of multiple patches attached
to two plates forming a double wall by Pietrzko and Mao3. Aridogan, Basdogan and
Erturk4 applied the same modeling approach to a piezoelectric patch embedded in a
resistive plate.

In general, the mass and the stiffness of the piezoelectric patch need to be con-
sidered for medium and large sized patches. Charette, Berry and Guigou5, used the
variational approach and Hamilton’s principle to develop a model which is used
to determine the dynamic effect of the piezoelectric elements on the mechanical
response of the plate. They proved that the patch modifies the vibration modes and
shifts the natural frequencies of the plate causing the emergence of unexpected reso-
nance peaks that researchers previously attributed to experimental errors. Proulx and
Cheng6 have shown that patches, particulary those with large dimensions, affect the
response of vibrating plates especially away from resonances. Maurini, Porfiri and
Pouget7 have found significant discrepancies between the experimental modes and
those calculated without taking into account the dynamic effect of the patch. Liang
and Batra8 investigated the effect of thickness, mass, and stiffness of a piezoelectric
patch on the natural frequencies of a plate. An analytical formulation of the equa-
tion of motion using the classical theory of plates was presented by Koshigoe and
Murdock9 ignoring the dynamic effect of the patch.

In this paper, we present a complete analytical formulation of a homogeneous
thin rectangular plate fitted with a piezoelectric patch. We use the classical theory
of plates and the Rayleigh-Ritz modal projection method taking into account the
dynamic effect of the patch on the structure. This model is then applied in the case
of a simply supported plate (SSSS) and clamped plate (CCCC). The response of the
system is determined for a unit external harmonic pressure uniformely applied on
the plate. Numerical and analytical frequency response functions (FRFs) are then
compared to determine the accuracy of the developed model. The effect of dynamic
parameters of the patch on the response of the structure is determined by compari-
son to the response of the unpatched plate. Furthermore, we consider the effect of
piezoelectric coupling which is responsible for the electromechanical conversion of
energy. Passive control technique using a resonant circuit is used. The motivation for
choosing this technique is its simplicity and efficiency. Indeed, the resonant shunt
method has proved to be very useful especially for local control of vibration. By ad-
justing the electrical parameters, the chosen vibration mode can then be controlled.

2 Equations of Motion

In this section, we present an analytical model for the frequency response of an
elastic plate having a perfectly bound piezoelectric patch including the effect of
mass and stiffness of the patch. Two types of conditions are considered: (i) simply
supported plate on all four edges and (ii) clamped plate on all four edges.
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Fig. 1 A rectangular plate with a resonnant piezoelectric shunt

We consider in figure (1) a system composed of a homogeneous isotropic plate
with dimensions lx, ly , h, Young’s modulus E, mass density m and Poisson’s ratio
ν. This plate is partially covered with a rectangular piezoelectric patch with a di-
mensions lxp, lyp, hp , Young’s modulus Ep , mass density mp and Poisson’s ratio
νp. The lower left corner of the patch is positioned at (xp0, yp0) on the top surface
of the plate. We denote by w the transverse displacement of the plate. The linear
piezoelectric constitutive equations of the system are:

ε1 = 1
Eσ1 − ν

Eσ2 εp1 = 1
Ep

σp
1 − νp

Ep
σp
2 + d13E3

ε2 = − ν
Eσ1 +

1
Eσ2 εp2 = − νp

Ep
σp
1 + 1

Ep
σp
2 + d23E3

ε6 = E
2(1−ν)σ6 εp6 =

Ep

2(1−νp)
σp
6 + d63E3

D3 = d13σ
p
1 + d23σ

p
2 + ε33E3

(1)

where σi and εi are respectively the plate stresses and the plate strains. Similarly, σp
i

and εpi are stresses and strains of the piezoelectric element, dij are the piezoelectric
coefficients, E3 is the electric transverse field and D3 is the electric displacement.
It should be noted that d63 is generally neglected.

Consider now the case of a plate excited by a uniform external harmonic pres-
sure f . The equation of motion, under Kirchhoff assumptions for thin plates, can be
written as:

∂2(Mx +mx +mex)

∂x2
+

∂2(My +my +mey)

∂y2

+
∂2(Mxy +mxy)

∂x∂y
= (m+mpΓxy)

∂2w

∂t2
+ f

(2)
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where:

• Mx, My and Mxy are the internal bending moments of the plate given by:

Mx = −D[∂
2w

∂x2 + ν ∂2w
∂y2 ] My = −D[∂

2w
∂y2 + ν ∂2w

∂x2 ]

Mxy = −D(1− ν) ∂2w
∂x∂y

(3)

• mx, my , mxy are the moments of the patch given by:

mx = −DpΓxy[
∂2w
∂x2 + νp

∂2w
∂y2 ] my = −DpΓxy[

∂2w
∂y2 + νp

∂2w
∂x2 ]

mxy = −DpΓxy(1− νp)
∂2w
∂x∂y

(4)

D and Dp are respectively the bending stiffnesses of the plate and the patch:

D = E
12(1−ν2)h

3 Dp =
Ep

3(1−ν2
p)
(h3

p +
3
2hh

2
p +

3
4h

2hp) (5)

and Γxy is a localisation function defined by:

Γxy = [H(x− xp0)−H(x− xp)][H(y − yp0)−H(y − yp)] (6)

where H is the Heavyside function whose value is 1 on the surface of the patch Ap

and 0 elsewhere.

•mex and mey are the electrical moments. Their expressions, under assumptions
of an isotropic piezoelectric material (d13 = d12) and a uniform electric field E3 =
− V

hp
(V is the voltage across the patch), are given by:

mex = mey = −C0ε0Γxy (7)

where,

C0 =
Ep

1−νp
(
hhp+h2

p

2 ) ε0 = d13V
hp

(8)

Substituting the expressions of moments (3), (4) and (7) in equation (2) yields:

(D +DpΓxy)

[
(
∂4w

∂x4
) + (

∂4w

∂y4
) + 2(

∂4w

∂x2∂y2
)

]
+

Dp
∂2Γxy

∂x2

[
(
∂2w

∂x2
) + νp(

∂2w

∂y2
)

]
+Dp

∂2Γxy

∂y2

[
(
∂2w

∂y2
) + νp(

∂2w

∂x2
)

]
+

2Dp
∂Γxy

∂x

[
(
∂3w

∂x3
) + (

∂3w

∂x∂y2
)

]
+ 2Dp

∂Γxy

∂y

[
(
∂3w

∂y3
) + (

∂3w

∂y∂x2
)

]
+ (9)

2(1− νp)Dp
∂2Γxy

∂x∂y

∂2w

∂x∂y
+ (m+mpΓxy)

∂2w

∂t2

= C0ε0∇2Γxy − f
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On the other hand, the expression of the electric charge for a thin plate is given
by:

Q =

∫

Ap

−D3(h/2 + hp/2)dAp (10)

Using the expression of D3 given in equation (1) and the stresses-moments
relationships15, we obtain:

Q =
Epd13
1− νp

[(h/2 + hp/2)

∫

Ap

(
∂2w

∂x2
+

∂2w

∂y2
)dAp −

∫

Ap

2d13V

hp
dAp]+

∫

Ap

ε33V

hp
dAp (11)

Thus, the exact equation of motion of a plate with a bound piezoelectric patch is
obtained. Indeed, equations (9) and (11) define the electro-mechanical behavior of
the coupled plate-patch system.

3 Solution Method by Rayleigh-Ritz Modal Projection

According to the Rayleigh-Ritz method, w(x, y, t) may be expanded as follows:

w(x, y, t) =

k∑
p=1

l∑
q=1

φpq(x, y)qpqe
jωt (12)

where φpq(x, y) and qpq are respectively the modal functions and the modal dis-
placements and j =

√−1. The numbers k and l must obviously tend towards infin-
ity. In the following, we assume that the eigenfunctions of the unpatched plate are
also valid for a plate with a patch system. This assumption is usually acceptable as
long as the patch’s structure is similar to that of the plate and its thickness is small
compared to the thickness of the plate. Multiplying equation (9) by φmn(x, y), in-
tegrating over the surface of the plate A, and using the orthogonal property of the
eigenmodes and the identity of the distribution:

< f(x),
∂Γxy

∂x
> =

∫

A

f(x)
∂Γxy

∂x
dA = < −∂f(x)

∂x
, Γxy > (13)
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we obtain:

[
−mω2

∫

A

φmn
2(x, y)dA

]
qmn +

i∑
p=1

j∑
q=1

[
D

∫

A

φmn(x, y)∇4φpq(x, y)dA+

Dp

∫

Ap

{
2(1− νp)

∂2φpq

∂x∂y

∂2φmn

∂x∂y
+ νp(

∂2φpq

∂x2

∂2φmn

∂y2
+

∂2φpq

∂y2
∂2φmn

∂x2
)+

∂2φpq

∂x2

∂2φmn

∂x2
+

∂2φpq

∂y2
∂2φmn

∂y2

}
dAp −mpω

2

∫

Ap

φmnφpqdAp

]
qpq

= −
∫

A

fφmndA+

∫

A

C0
d13V

hp
∇2Γxyφmn(x, y)dA

(14)
Note that the eigenfunctions for a simply supported plate are given by:

φpq(x, y) = sin(
pπx

lx
) sin(

qπy

ly
) (15)

For a clamped plate, the eigenfunctions are:

φpq(x, y) = [cos(γpx) + βp sin(γpx)− cosh(γpx)− βp sinh(γpx)]

[cos(γqy) + βq sin(γqy)− cosh(γqy)− βq sinh(γqy)] (16)

where γp is the pth solution of the following frequency equation:

cosh(γlx) cos(γlx) = 1 (17)

and:

βp =
cos(γplx)− cosh(γplx)

sinh(γplx)− sin(γplx)
(18)

Note that similar expressions are obtained for γq and βq in the y axis direction.

4 Vibration Attenuation with a Resonant Shunt System

Semi-passive vibration control techniques are very useful because they require no
external interventions. In this sense, piezoelectric shunts have recently been intro-
duced including resistive shunts with a resistor R and resonant shunts combining a
resistance R and an inductance L in series10. The resonant shunt is more interesting
because it introduces the phenomenon of electric resonance which creates greater
energy absorption. However, this technique has two major drawbacks: the difficulty
associated with the selection of the value of the inductance L and the multimodal
control. Indeed, the control of vibration via a resonant shunt requires usually a high
inductance that can be of the order of thousands of Henries especially for the control
of low frequencies or in the case of a small size patch. To overcome this problem,
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electric capacitors are included in the circuit to create an RLC shunt which requires
a much lower inductance11. The second obstacle lies in the fact that shunts can
control only one vibration resonance mode. Some solutions include the introduc-
tion of other electrical circuit layouts but they are usually effective only for close
frequencies12. Another solution consists in the introduction of a network of piezo-
electric shunts13. In the following, we consider a patch connected to a resonant RL
circuit in order to form a piezoelectric resonant shunt. Furthermore, we consider a
harmonic solution for the voltage V :

V (t) = vejωt (19)

Considering an RL circuit in series, we have:

V (ω) = −RQ̇(ω)− LQ̈(ω) (20)

Combining equations (11) and (14) and using equation (20), we obtain the governing
equation for a plate with a bound RL shunted piezoelectric patch:

[
−mωmn

2

∫

A

φmn
2(x, y)dA

]
qmn +

i∑
p=1

j∑
q=1

[
D

∫

A

φmn(x, y)∇4φpq(x, y)dA

+Dp

∫

Ap

{
2(1− νp)

∂2φpq

∂x∂y

∂2φmn

∂x∂y
+ νp(

∂2φpq

∂x2

∂2φmn

∂y2
+

∂2φpq

∂y2
∂2φmn

∂x2
)+

∂2φpq

∂x2

∂2φmn

∂x2
+

∂2φpq

∂y2
∂2φmn

∂y2

}
dAp −mpωpq

2

∫

Ap

φmnφpqdAp

]
qpq+

i∑
p=1

j∑
q=1

[−C0
2d213

Keh2
p

ΔφmnΔφpqGpq]qpq = −
∫

A

fφmndA

(21)
where,

Ke =
lxplyp
hp

(ε33−2
d213Ep

1− νp
)

Δφmn =

∫

Ap

[
∂2φmn(x, y)

∂x2
+

∂2φmn(x, y)

∂y2

]
dAp (22)

Gpq =
jRωpq − Lωpq

2

Ke
−1 + jRωpq − Lωpq

2

Thus, we obtain a complete model in which the electric coupling depends on
the chosen values of R and L. These parameters can be used to modify the sys-
tem’s response in a restricted frequency range and therefore to control a sin-
gle mode of vibration. The optimization of the electrical parameters for a single
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mode has already been reported in reference 14 for the beam case. Indeed, an approx-
imated coupling coefficient k̂mn, corresponding to a single mode problem (qpq = 0
∀(p, q) �= (m,n)), can be calculated and maximized. For this case, we obtain:

k̂mn =

√
− C0

2d213
K̂Keh2

p

Δφmn (23)

where K̂ is the stiffness of a short circuit restricted to a single mode:

K̂ = D

∫

A

φmn(x, y)∇4φmn(x, y)dA+Dp

∫

Ap

{
2(1− νp)

∂2φmn

∂x∂y

∂2φmn

∂x∂y
+

νp(
∂2φmn

∂x2

∂2φmn

∂y2
+

∂2φmn

∂y2
∂2φmn

∂x2
) +

∂2φmn

∂x2

∂2φmn

∂x2
+

∂2φmn

∂y2
∂2φmn

∂y2

}
dAp

(24)
However, the vibration modes usually affect each other so these parameters

should be adjusted depending on the considered problem.

5 Results and Discussion

We present in this section an example of a flexural vibration analysis of a rectangular
simply supported thin plate equiped with a piezoelectric PIC151 patch under a har-
monic uniformely distributed force of a unit amplitude. The patch is assumed to be
perfectly bound to the plate on its top surface. All the material, geometric, dielectric
and electroelastic parameters of the plate and the patch are given in Table (1).

Table 1 Material, geometric, dielectric and electroelastic parameters of plate-patch system

Property Plate (Aluminium) Patch (Pic151)
Length (m) 0.4 0.1
Width (m) 0.3 0.09
Thickness (mm) 3 1
Young’s modulus (GPa) 66 44
Mass density (Kgm−3) 2700 7700
Poisson Ratio 0.3 0.34
Piezoelectric constant d13 (pmV −1) - -210
Permittivity constant ε33 (nFm−1) - 21.24
X position xp0 (m) - 0.14
Y position yp0 (m) - 0.1

A complete model of the plate-patch system has been established including the
effect of mass, stiffness and electromechanical coupling of the piezoelectric patch.
The model is given in equation (21). Thus, we can determine the response of the
structure under the effect of a uniform harmonic pressure. Consider at first the re-
sponse of the structure without the piezoelectric coupling in order to investigate the
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Fig. 2 Frequency response at the center of the simply supported plate without piezoelectric
coupling effect

Fig. 3 Comparison of the responses with and without piezoelectric coupling effect for the
simply supported plate

dynamic effect of the piezoelectric actuator. It is of interest to investigate these dy-
namic effects particularly in the case of heavy and large patches5. The FRF at the
center of the plate under a unit pressure is plotted for the case of a simply supported
boundary conditions in figure (2).

Figure (2) shows a good agreement between the analytical solution and the so-
lution found using Nastan. Since the thikness of the patch is small compared to
the thikness of the plate, using the eigenfunctions of the unpached plate gives
valid results. We can also see that the patch affects slightly the response of the
plate by shifting its natural frequencies and creating additionnal resonance peaks of
small amplitudes. Although these effects are not of great significance on the overall
behavior of the structure, they can nevertheless be taken into account in the
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optimization of the mechanical and geometrical parameters of the patch. Notice
that similar results are obtained for the clamped plate case.

We consider now the electromechanical coupling effect of the piezoelectric patch.
In order to control the first vibration mode located at 122Hz, the patch is tuned to
an RL shunt circuit. The optimal values are R = 1800 Ω and L = 11 H . The
frequency response is plotted in figure (3).

Figure (3) shows that the resonant magnitude for the first vibration mode is sig-
nificantly reduced due to the shunt damping. Indeed, with appropriate resistance R
and inductance L, a single mode of vibration can be controlled. Note that the re-
sponse of the structure away from the controlled mode is very slightly altered. Since
the optimum electrical values change from one vibration mode to another, the other
vibration peaks are not attenuated as long as they are far from the first resonance.
Thus, the electrical parameters make it possible to control a particular resonance
amplitude. Here we obtain an attenuation of 25 dB for the first mode of the simply
supported plate.

6 Conclusion

This paper describes the analytical modeling of the flexural vibration of a thin rect-
angular plate with piezoelectric shunt damping. This modeling takes into account
the effects of the mass and the stiffness of the patch. A solution was developed us-
ing the Rayleigh-Ritz projection method. It has been shown that the patch, owing to
its coupling effect, converts the mechanical vibration energy into an electrical load
which can be dissipated in a resistive circuit through Joule effect. Thus, with suit-
able electrical parameters, a single vibration mode can be controlled. It has also been
shown that the patch slightly affects, through its mass and stiffness, the response of
the structure by shifting the natural frequencies of the plate and generating small
resonance pics.
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Abstract. In this paper, the non-linear resonance phenomenon of helical springs is 
studied. The mathematical formulation describing this phenomenon is constituted 
of a system of four non-linear partial differential equations of first order of hyper-
bolic type. The coefficients of this system are functions of the dependent variables 
of the problem. Those are the axial and rotational strains and velocities at any sec-
tion of the spring. Since the governing equations are non-linear, the solution of the 
dynamic behavior of the spring can only be obtained by approximate numerical 
techniques. The non-linear characteristics method is applied to calculate the oscil-
lating strains and velocities at equidistant sections of the spring. When the strains 
are small, the motion equations are rendered linear. In this case the impedance me-
thod is applied to calculate the natural frequency spectrum of the spring. The li-
near resonance of the spring may be produced by applying, at its extremity, a sinu-
soidal excitation of frequency coinciding with one of the natural frequencies. In 
these conditions, significant and amplified in time axial and rotational oscillations 
occur in the spring. A condition of resonance is then established. When the non li-
near system is excited with these frequencies the resonance phenomenon occurs at 
the beginning of the dynamic behavior. But, as the natural frequencies are function 
of strains, the results show that, the frequencies can deviate and after some time 
the variables starts to decrease and evolutes in a different manner of those in linear 
case. 

Keywords:  helical spring, method of characteristics, impedance method, natural 
frequency, resonance phenomenon. 

1 Introduction 

Helical springs are important mechanical components in many industrial applica-
tions (Wahl 1963) and (Wittrick 1966). The springs are elastic elements wide 
spread in all kinds of machinery and equipment. Their functions are very diverse. 
The main role of the springs is to absorb shock and reduce vibrations. Several ac-
cidents have been explained by different forms of resonance oscillations of 
springs. For this reason, the frequency study must be carefully done. 



www.manaraa.com

598 S. Ayadi and E. Hadj Taïeb 

Waves in the spring are a time evolution phenomenon that we generally model 
mathematically using partial differential equations (PDEs). The actual form that 
the wave takes is strongly dependent upon the system initial conditions, the boun-
dary conditions, the solution domain and any system disturbances. The spring can 
vibrate at a fundamental frequency and at integral multiples called harmonics. 
These waves are described by solutions to either linear or nonlinear PDEs.  

Resonance is a phenomenon resulting from the propagation of linear waves that 
occur when the spring is excited by a sinusoidal signal which frequency is equal to 
the natural one. This phenomenon may be initiated very gradually, and that builds 
up a steady-oscillatory regime in real situations (unless failure occurs). Moreover, 
a beating of a transient nature develops when the period of the excitation is not 
fundamental or harmonic. Various numerical and analytical methods were applied 
to determine the natural frequencies of resonance of the spring. These include for 
example: the method of transfer matrix (Yildirim 1999), the formulation of the 
dynamic stiffness (Lee and Thompson 2001), the pseudo spectral method (Lee 
2007) and the method of impedance (Ayadi and Hadj Taïeb 2009). 

In this paper, we study the numerical propagation of elastic non linear waves in 
a cylindrical helical spring following a sinusoidal excitation of the axial velocity. 
The mathematical and numerical models describing wave propagation, in the case 
of gradual excitations in time, have been established by (Phillips and Costello 
1971) and (Sinha and Costello 1978). The strain and velocity evolutions in different 
sections of the spring due to an excitation of the axial velocity are studied. The im-
pedance method is applied to the literalized mathematical model consisting of four 
partial differential equations of order one to determine the natural frequencies. 
Then, the numerical solution is carried out by the method of characteristics for both 
linear and non linear model. The results were used to examine the evolution of an-
gular and axial strains as a function of time at special points of the spring at differ-
ent vibration frequencies. These results show the concepts related to the wave 
propagation phenomena such as resonance and beat. The non linear resonance is 
compared with the closed form solution of the governing equation in linear form. 

2 Mathematical Model 

The equations which describe nonlinear one-dimensional dynamic behaviour of 
helical springs can be adapted from the analytical model developed (Phillips and 
Costello 1971). Applying the theory of dimensional analysis, the general theory of 
bending and twisting of thin rods and the elementary strength of materials formu-
las to an element of the spring, between two sections x and x + dx, submitted to 
axial an force F  and a torque T , yields the following equations of the spring 
motion (Ayadi, 2008):  
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where u  is the axial displacement of the spring, φ=υ r  is the angular displace-

ment, xuux ∂∂=ε=  is the axial deformation, tuut ∂∂=  is the axial velocity, υx 

= β = ∂v ∂x = r ∂φ ∂x is the angular deformation and trtt ∂φ∂=∂υ∂=υ  is the 

angular velocity. 
The coefficients a , b  and c , occurring in equations (1) and (2), are given by 
the expressions: 
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where h  is the length of the spring in the unstretched position, E  is Young’s 
modulus of the spring material, M  is the total mass of the spring, I  is the mo-
ment of inertia of the wire cross section, ν  is Poisson’s ratio of the spring ma-
terial and α  is the helix angle of the spring in the unstretched position. Thus, it 
can be seen that the coefficients a , b  and c are functions of xu  and xυ  and 

hence, the governing equations of motion are non-linear. It can be deduced from 
equations (5), (6) and (7) that when the strains are small, i.e., 1<<xu  and 

1<<υx  the coefficients will have the approximate constant values: 
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If these values are employed in place of the actual non-constant coefficients, the 
equations of motion are rendered linear. 
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3 Numerical Solution 

The numerical solution of the initial boundary value problem governed by equa-
tions (1) to (4) may be obtained by the method of characteristics (Abbott 1966, 
Chou and Mortimer 1967, Sinha and Costello 1978, Hadj-Taïeb and Lili 1999...). 
This method, which is based on the concept of wave propagations, is applied to 
obtain ordinary differential equations that can be easily integrated alone the  
characteristic directions given by: 
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When linear theory is used, we obtain ( Ayadi et al. 2007) :  
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where fc  is the fast speed of rotational waves ( xυ , tυ ) and sc  is the small 

speed of axial waves ( xu , tu ). The four roots defined equations (10) or (11) are 

real and, hence, the system is hyperbolic. The canonical form of a hyperbolic sys-
tem along the characteristics (sometimes called either 'Compatibility equations') 
results: 

011
3222

=υ
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟
⎠

⎞
⎜
⎝

⎛−⎟
⎠

⎞
⎜
⎝

⎛

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟
⎠

⎞
⎜
⎝

⎛−−υ
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟
⎠

⎞
⎜
⎝

⎛+
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟
⎠

⎞
⎜
⎝

⎛− ttxx d
dx

dt
bdu

dx

dt

dx

dt
cd

dx

dt
bdu

dx

dt
c    (12) 

Thus, the unknown values of ( xu , tu , xυ , tυ ), at any point L , as shown in 

Figure 1 (a), can be determined by knowing their values at the points P , Q , R  

and S , lying on the four characteristic lines passing through L , and then solving 
four simultaneous equations obtained by integrating equation (12) alone these 
lines: Although the characteristics are curved due to the non-linearity of equations 
(1) to (4), it will be assumed that LP, LQ, LR and LS are straight lines. Hence, eq-
uation (12) yields to: 
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   (13) 

Three similar equations can be written for the points Q, R and S. By solving the 
four finite difference equations, the values of xLu , xLυ , tLu  and tLυ  can be 

obtained at any point L. It should be noted that the values at the points P, Q, R and 
S are computed by non-linear interpolation. Figure 1 (b) shows the characteristics 
lines in the case of linear theory where the wave speeds fc  and sc  are constant. 

 
 
 
 
 
 
 
 
 
 
 

a. Non-linear theory 

 
 
 
 
 
 
 
 
 
 

b. Linear theory 

Fig. 1 Method of characteristics 

4 Impedance Method 

For the linear dynamic behavior, this method enables to determine the natural fre-
quencies of the spring. Indeed, spring impedances vary with the frequency and are 
maximal for an infinite number of frequencies (Ayadi and Hadj Taieb 2010). They 
correspond to the zero of the expression (see fig. 2): 
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So, frequencies vary with the wave speeds. The fundamentals correspond to the 
fast and slow instantaneous pulsation of resonance. 
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5 Applications and Results 

5.1 System Description 

Consider the spring system shown in figure 3. The characteristics of this steel hel-
ical spring are shown in Table 1. 
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Fig. 2 Natural frequencies of waves at the end of the spring x = h 

Table 1 Mechanical and geometric of the considered springs 

Height of the spring h 119.38 cm  
Helix angle α 0.198281 rad 
Number of turns n 6 
Poisson's ratio ν 0.25 
Young's modulus E 206.85 GPa 
Mass of the spring M 2.12868 Kg 
Radius of the spring r 15.7607 cm 
Wire radius rf 0.7 cm 
Initial compression Δ 25.4 cm Fig. 3 Spring fitted at R (x = 0) 

and loaded at S (x = h) 
 
 

The natural frequencies are proportional to sc  and fc  respectively (Hamza  

et al. 2013) and they are the multiples of sω  and fω (see Equations 15, Table 2 

and Figure 2).  
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Table 2 Sample values of the natural frequencies 

k Slow axial frequency sω  (rd/s) Fast rotational frequency fω  (rd/s) 

1 98.035  109.607 
2 195.264  218.745 
3 291.249  327.912 
4 388.881  434.607 

 
For [ ]h,x 0∈ , the initial conditions are defined by:  

( ) 00 =,xux , ( ) 00 =υ ,xx , ( ) 00 =,xut  and ( ) 00 =υ ,xt          (16) 

The boundary conditions are expressed by:  

( ) ( )tsinut,u tt ω= 00 , ( ) 0,0 =ttυ , ( ) 0=t,hut  and ( ) 0=υ t,ht      (17) 

The dynamic response studied here is due to sinusoidal excitations of the axial ve-
locity at the end of the spring x = 0. Figure 4 shows the excitation with the funda-
mentals frequencies.  
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Fig. 4 Sinusoidal excitation of the axial velocity at the impacted end of the spring x = 0 

5.2 Excitation with Fast Frequency ωf1 

The numerical results are shown in figures (5), (6), (7) and (8). These figures illu-
strate the dynamic response of the spring represented by the forced vibration of 
strains and velocities in the spring. This dynamic response plotted in different sec-
tions of the spring is due to a sinusoidal excitation of the axial velocity of ampli-
tude ut0 =1m s and of pulse corresponding to the linear fundamental frequency ωf 

= πc f h =109.607rd s . As it can be seen on these figures, the resonance phenome-
non occurs for the linear axial and rotational strains and velocities. The resonance 
corresponds to the fast fundamental frequency ωf. We can clearly observe that for 
the linear model the resonance proceed in stages or by levels and builds up to an 
oscillatory regime of amplitude increasing infinitely until failure occurs. Similarly, 
it is confirmed that the beat phenomenon occurs for the non linear axial and  
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rotational strains and for the non linear axial and rotational velocities. The effects 
of the non linearity on the evolution of strains and velocities are very clear.  
The results show that there are systematic big differences between the linear and 
non linear behaviors. The frequency of the excitation is an instantaneous function 
of the strains. Referring to relations (10), we realize that, at each instant of time, a 
change in strains is accompanied by an instantaneous change of the wavespeed 
and therefore of the frequencies. The figures show that in the case of excitations 
produced initially with the linear frequenciy of resonance, fluctuations are ampli-
fied, and after some time it starts to decrease; unlike the case of the linear where 
the variables are always increasing. This is due to the fact that the instantaneous 
frequency, which varies with the strains, may deviate from its resonance value to 
an instantaneous of anti resonance one. To show this difference, the evolution of 
the variables is presented for important time period. For the non linear variables, 
strain and velocities, the resonance is damped and reduced to a beat. The effects of 
dynamical non-linearity, represented in the expressions (5), (6) and (7), are cate-
gorized by different configurations (shapes) in a chronological order. 
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Fig. 5 Evolution of axial strains following an excitation at the fast frequency ωf 
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Fig. 6 Evolution of rotational strains following an excitation at the fast frequency ωf 
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Fig. 7 Evolution of axial velocities following an excitation at the fast frequency ωf 



www.manaraa.com

606 S. Ayadi and E. Hadj Taïeb 

-105

-70

-35

0

35

70

105

0 3 6 9 12 15

x = h/2 x = h/4 x = 3h/4
vt (m/s)

t (s)

Linear

 

-105

-70

-35

0

35

70

105

0 3 6 9 12 15

x = h/2 x = h/4 x = 3h/4

t (s)

vt (m/s) Non linear

 

Fig. 8 Evolution of rotational velocities following an excitation at the fast frequency ωf 

6 Conclusion 

To study the non linear resonance phenomenon in cylindrical springs, we pre-
sented a mathematical formulation describing this phenomenon constituted of a 
system of four non-linear partial differential equations of first order of hyperbolic 
type. Next, we proposed a numerical simulation based on the method of characte-
ristics. The numerical results of the studied example were confronted with physi-
cal explanations for amplifying or damping strain and velocity waves. The evolu-
tions of axial and rotational strains and velocities, as functions of time, are plotted 
at some sections of the spring. From these results, the variables are maximal at the 
extremities of the spring. Results show that, depending on the elastic parameters 
of the spring, the frequency can deviate from the resonance frequency and cause 
attenuation of strain and velocity fluctuations leading to a non resonance situation. 
Note that, the resonance occurs for all variables which are amplified continuously 
in the case of linear model and are attenuated in the non linear case. 
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Abstract. The main objective of this work is to contribute to a better understand-
ing of the dynamic behavior of composite bars. In this work we propose an exper-
imental modal analysis of Glass Fibers Reinforced Polymers (GFRP) bars. The 
objective is to characterize the damping properties of this material through vibra-
tion tests. It was found that these properties were acceptable especially for critical 
excitation such as earthquakes. 

Keywords: Dynamic behavior, Damping, Modal analysis, GFRP bars 

1 Introduction 

The problem of steel bars corrosion reinforcements is one of the most important 
factors limiting the service life of structures. Moreover, the maintenance of con-
crete corroded reinforced elements is very expensive. A solution to this problem 
consists of the use of corrosion resistant materials such as Glass Fiber Reinforced 
Polymer (GFRP). Other attractive properties of GFRP materials include light 
weight and high strength. GFRP bars are gaining popularity as reinforcement for 
concrete bridge deck slabs and other concrete structures. Modal representation is 
relevant only in low-frequency ranges that extend to a few Hz in civil engineering, 
up to thousands of Hz for small mechanical structures. The vibration damping is a 
consequence of the dissipation of the mechanical energy during the oscillations. 
Lalanne (Lalanne 1999) compared with the mechanical behavior investigations on 
composite bars, few studies have been conducted on damping identification using  
test specimens, beam or plate, in flexural vibration or torsional vibration (Gib-
son1992) (Zhang and Hartwig 2002) or in longitudinal vibration (Ouis 2003). 
Studies show a frequency dependence of the elastic and damping characteristics of 
Glass Fibers Reinforced Polymers (GFRP) material (Gibson2000) (Berthelot and 
Sefrani 2000). The application of Virtual Work Principle allowed the determina-
tion of the mechanical properties in terms of rigidity and damping. It has been  
applied to identify the elastic properties of composite materials by measuring Kin-
ematic filed (Berthelot and Sefrani 2004) (Wren and Kinra 1989) to the identifica-
tion of plate rigidities in static and dynamic flexion (Botelho et al. 2006). The 
main objective of this work is to contribute to a better understanding of the dy-
namic behavior of composite bars. We propose an experimental investigation on 
the dynamic behavior GFRP bars with a special focus on dynamic properties.  
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2 Equipment and Materials 

The GFRP bars used in this study are provided by the company Schok 
ComBAR®.  The geometrical and mechanical characteristics of the studied bars 
are shown in Table 1. 

Table 1 Geometric and mechanical characteristics of GFRP bars 

GFRP bar  Value 

Length (m) 1.5 

Diameter (mm) 8 , 10 et 16

Modulus of Elasticity (GPa) 60 

Density (Kg/m3) 2200 

 
In order to investigate the damping properties of GFRP bars, a clamped-free 

configuration is adopted. To excite the bar with harmonic force, an 
electrodynamic vibration shaker (LDS type V406a) is used (Figure 1). The shaker 
is excited by a frequency generator producing a sinusoidal signal. This signal is 
amplified by a power amplifier. Acceleration is measured at the free end of the bar 
by a piezoelectric sensor (Kistler) with a sensitivity of 200 mV/g. The measure-
ments are acquired by a data acquisition card with 4 inputs for dynamic signal ac-
quisition (National Instruments NI PXI-4462). An automatic frequency sweep in 
the frequency range 1 to 100 Hz is achieved during 200 seconds with acquisition 
of 10000 points/second.  

Four different amplitudes of the power amplifier (500 mV, 1000 mV, 1500 mV 
and 2000 mV) were used to provide increasing values of forces. 

 

Fig. 1 Photo of the studied GFRP bar and data acquisition system 
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Screen 
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Lalanne (Lalanne 1999) showed that the power dissipated in vibration is pro-
portional to the square of the FRF (Frequency Response Function). Dumping ξ 

can be deduced using the relationship:
 0

12

f

ff −=ζ
  

Where f1 and f2 are frequencies for which this power is half of the maximum 
dissipation. f0 is the natural frequency response of the considered mode. 

3 Results and Discussion 

3.1 Frequency Analysis 

Figure 2 shows an example of time evolution of the acceleration at the end of the 
free part of the GFRP bar with 16 mm diameter using the adopted frequency 
sweep. The FFT (Fast Fourier Transform) integrated in LabView software allows 
us to observe the natural frequencies. For each frequency excitation, we extract the 
RMS value of the corresponding time signal. Figure 3 shows the first three natural 
frequencies (5.2, 32.6 and 91.1 Hz respectively). The first natural frequency has 
the dominant amplitude.  
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Fig. 2 Time signal of acceleration with frequency sweep  

Figure 4 shows the evolution of natural frequency amplitude with respect to di-
ameter of GFRP bar. It is well noticed that the increase of the diameter will lead to 
a decrease of the first mode vibration level when compared with those of mode 2 
and 3.  
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Fig. 3 First three modes associated to a GFRP bar (diameter 16 mm) 
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Fig. 4 Modes associated to a GFRP bar diameter 8 , 10 and 16 mm 

3.2 Identification of Bar Damping Properties 

Table 2 shows a comparison of modes and damping GFRP bars. 
The damping ratio of GFRP bars ranges from 1.1% to 1.5% for all tested diam-

eters as well as the first three modes. This quantitatively confirmed that the behav-
ior of reinforced composite rods structures may have acceptable behavior for 
earthquake excitation for example. As the diameter increase the damping ratio  
reduces, this was noticed for the first mode. 
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Table 2 Damping ratio of different GFRP bars diameters 

Diameter 

(mm) 

Mode Experimental frequency f0 ξExp 

(%) 500mv 1000mv 1500mv 2000mv 

 

 

8 

1 2.4 2.5 2.5 2.6 1.1 

2 15.4 16.0 16.3 16.8 1.4 

3 43.7 45.4 46.3 47.6 1.3 

4 87.5 88.13 89.4 91.7 1.2 

 

10 

1 3.1 3.2 3.3 3.4 1.1 

2 19.1 19.9 20.2 20.8 1.4 

3 54.1 56.3 57.3 59.0 1.3 

 

16 

1 4.9 5.1 5.2 5.3 1.2 

2 30.9 32.1 32.8 33.7 1.5 

3 86.5 90.0 91.7 94.3 1.4 

4 Conclusion  

The experimental modal analysis of GFRP has permitted to characterize the damp-
ing properties of this material through vibration tests. We can draw the following 
conclusions: 

- The damping ratio ξ of GFRP bars ranges from 1.1% to 1.5% for all diameters 
tested with a sweeping of the first three modes.  
- More than the diameter increases more than the damping increases this is noticed 
for the first mode. This quantitatively confirmed these properties were acceptable 
especially for critical excitation such as earthquakes. This result allows contrib-
uting to a better understanding of the dynamic behavior of composite bars GFRP. 

Acknowledgements. The authors would like to thank the manufacturer of the GFRP 
Combar® (Schöck- Baden - Germany) for providing the GFRP bars. 
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Abstract. A simplified approach for modeling an open crack in a rotor based on 
the change of the flexibility is proposed in this paper. The crack model is incorpo-
rated in a two-node Timoshenko beam with 4 DOF at each node, which in turn 
represents one element of the finite element model of the rotor bearing system. 
The objectives of this work are twofold. The primary objective is to study the  
effect of the presence of crack on movement equation of rotor bearing system. 
Theoretically, it was shown that the crack generates external inertial, damping and 
elastic excitation forces which depend on the second harmonic of the rotational 
speed. The second objective is to calculate the dynamic response of the rotor bear-
ing system with NEWMARK numerical integration method (average acceleration 
method) of non-linear equation. Results show that transverse crack produces peaks 
in the second harmonic of rotating speed modulated with natural frequency and 
the third harmonic of the rotation speed. The presence of a crack in a symmetric 
rotor causes asymmetry in the stiffness and consequently causes critical frequen-
cies in backward whirl. 

Keywords: Open crack, rotor modeling, dynamic response. 

1 Introduction 

Thanks to the progress made in engineering and materials science, rotating machi-
nery has become faster and lighter as well as required to run for a longer period of 
time. All of these factors mean that the detection, location and analysis of faults 
play a vital role in the field of rotor dynamics.  

One of the major areas of interest in modern day condition monitoring of rotat-
ing machinery is that of vibration. By measuring and analyzing the vibration of ro-
tating machinery, it is possible to detect and locate important faults such as mass 
unbalance, shaft bow and misalignment [5]. Fatigue crack is an important rotor 
fault which can lead to catastrophic failure if undetected properly and in time. The 
study and investigation of dynamics of cracked shafts has increased since the last 
four decades and excellent reviews on this topic are available  [1],  [2]. 

When crack exists in a shaft, the stiffness is reduced and consequently the  
eigenfrequencies of the system are decreased  [7], measuring these differences can 
help to identify a crack. Another approach of crack identification is based on the 
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modification of the dynamic response of the cracked rotor during steady-state op-
eration [8].The knowledge of the dynamical behavior of cracked shafts has helped 
in predicting the presence of cracks in a rotor. Moreover, many studies in dynamic 
responses are carried out and more particularly on the tendency of the rotor to ex-
hibit a harmonic component at twice shaft. The 2X component in the signature of 
cracked shaft is too sensitive to other factors such as misalignment to be a reliable 
indicator of shaft cracks. The inventors are of the opinion that continuous monitor-
ing of the backward harmonics can reveal the presence of cracks. 

The aim of this work is to find extensive simulation studies performed in order 
to develop feasible techniques for the identification of the crack based on the re-
sponse of cracked rotor to unbalance, only by measuring vibration at bearing 
housings. 

2 Open Crack Modeling 

The presence of crack in shaft induces a reduction in the stiffness of the shaft. 
Christides and Barr considered the effect of a crack in a continuous beam and cal-
culated the flexural stiffness EI  for a rectangular beam to involve an exponential 
function [3]. 
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From the approach presented above, we will consider a shaft as a beam with 
circular cross-section, with R  the radius, and which has the same second moment 
of area of a square section beam with side d . 
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4
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The evaluable equation of Christides and Barr for a circular cross section will 
be described by the same equation (1) with replacing α  by β  which is equal to

( ) 1
43

α
π

 and 0I  by 
4

4x z

R
I I I

π= = = in the expression of C . 

cI is equal to  xI  or zI [7] according to the plan of deflection, which is the  

second moment of area of cracked section. 
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Fig. 1 Cracked cross section. 

The variation of the stiffness using equation (1) is plotted in Fig.2. It is clear 
that most of the flexibility is local to the crack, although there are very small 
changes far away from the crack. 

The stiffness reduction of Christides and Barr was approximated by a rectangu-
lar reduction shown in Fig. 2. Another simplification was used by Sinha and Fris-
well in [4] which does not reflect the depth of the crack. 

As mentioned before, the stiffness reduction is local and flexural rigidity close 
to the crack is given by: 
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cL is the effective length where reduction is very important, which is calculated 

by integrating the stiffness reduction in equation (1) and making them equal.  
Ensuring that these integrals are equal would produce equal natural frequency 
changes. 
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Fig. 2 Rectangular reduction approximation in XY plan 

The effective length of the stiffness reduction near the crack in the two plans 

(XY) and (ZY) is exactly the same for very small crack depth and it is equal to
R

β
. 

For larger value of the non-dimensional crack depth cr

R
μ = it increases a little until 
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, and it will be different for both axes X and Z. The mean 

value is considered a linear function of the depth. In the next step, we will use the 
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2

cx cz
c

L L
L

+=  in order to simplify the calculation. 

3 Dynamics of a Cracked Rotor-Disk-Bearing System 

The general formulation of the kinetic energy of an element of the shaft with a 

length dy  is given in [9]. ( xI , yI and zI ) are the area moment of inertia of the 

shaft cross-section about the neutral axes, which are dependent on . 
Kinetic energy is integrated along L , the length of the element shaft. The ex-

pression of kinetic energy gives two compounds: the first one represents kinetic 
energy of uncracked shaft while the second represents the reduction of kinetic  
energy caused by the presence of a crack in shaft element. 

If we applied Lagrange’s equation: 
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The presence of crack reduces the rotatory mass as well as the gyroscopic effect 
by the first and the second term. In the other way there are two compounds: the 
third and fourth ones are considered as exciting forces caused by the fault. This 
can be represented as equivalent external forces. Fault excitation forces are  
considered as: 

• Inertial exciting force: 
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• Damping exciting force: 
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η = , ρ  is the mass per unit volume. 

The same step is applied to strain energy; the reduction of strain energy is  
calculated and gives the relation below: 

( ), , 2c esU
K F tδ δ

δ
∂Δ ⎡ ⎤= Δ − Ω⎣ ⎦∂

                              (6) 

In this situation, a fault (crack) reduces the stiffness of the shaft indicated by 
the first term; the second term depends on displacement and time which will be 
considered as elastic excitation forces. 
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When Lagrange’s equations are applied to global shaft, the equation of move-
ment becomes: 
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(8) 

Where  is the vector containing all the nodal displacement, [ ]M ,[ ]G  and[ ]K  

are respectively the mass, gyroscopic and stiffness matrix of the shaft and disks;

[ ]D  and[ ]stK are respectively damping and stiffness of the bearings. 

cM⎡ ⎤Δ⎣ ⎦ and cG⎡ ⎤Δ⎣ ⎦  represent a reduction in the effect of rotator inertia and gy-

roscopic effect induced by the presence of a crack. cK⎡ ⎤Δ⎣ ⎦  represents also a re-

duction of the stiffness of the shaft due to the cracked element. 

The vector ( , )uF t Ω is the mass unbalance force. The system defined in equa-

tion (8) is as a non-linear equation: 

4 Numerical Examples 

In this study, the used rotor is 6 shaft finite elements with the same length as illu-
strated in Fig.3. All parameters are given in table 1. Three disks are mounted on 
the shaft. A mass unbalance of 200 g.mm is assumed to be on disk D2. 

Disks in the system have the same thickness (0.05 mm), inner radius 
(0.025mm) and outer radius (0.125mm). 
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Fig. 3 Rotor Model 

The common first step in the diagnosis of crack is the changes in natural fre-
quencies. Table 2 gives the first six natural frequencies of the uncracked and 
cracked shaft atΩ 0, for different value of non-dimensional crack depth . We 
deduce that for the uncracked shaft, the 1st, 3rd and 5th natural frequencies are 
equal to the 2nd, 4th and 6th ones, either for the uncracked or cracked shaft. 

In the other way, the reduction in natural frequencies increases with the depth 
of crack. This is due to the decrease of rigidity of the shaft due to the crack. 

Table 1 Parameters of the rotor model 

Parameters     

Value 0.6 0.05 7800 2.1011 0.3 5.107 2.102 

The unbalance is defined by a mass  situated on the second disk (D2) at dis-
tance  from the geometric center. Centrifugal force is then applied to the rotor 
with synchronous excitation force. 

Table 2 Six first natural frequencies  

 Uncracked . . .
1st 

75.89 75.65 74.60 72.62 67.97 
2nd 
3rd 

287.92 287.22 285.49 282.58 277.23 
4th 
5th 

556.74 554.81 549.24 537.72 512.40 
6th 

 
In the rotor dynamical system, eigenfrequencies depend on the rotation speed 

due to the gyroscopic effects. Campbell diagram (Fig. 4) is used to find the critical 

frequencies of rotor, which are the intersection of  (  rotational speed of 

the rotor) with curves of backward BW and forward FW whirl. 
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With symmetric uncracked rotor the mass unbalance response indicates three 
peaks showed in Fig. 5: A & B represent the first BW and second FW critical 
speed, and D the forth FW one. We deduce that there is no critical speed in BW 
modes at the 3rd, 5th and 6th modes. 

 

 

Fig. 4 Campbell Diagram of uncracked shaft 

When a rotor presents crack at the third element, the mass unbalance response 
will present other peaks. In Fig. 5, peaks C, E and F represent BW critical speed 
caused by the presence of crack which has asymmetric effect. 

We can also observe a split of FW peaks which indicates the decrease of criti-
cal speeds of cracked shaft. 

 

 

Fig. 5 Mass unbalance response of cracked shaft 
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The dynamic response is obtained by using the numerical integration method 
for non-linear system (NEWMARK method) when the rotor is excited by unbal-
ance force only. 

Fig. 6 shows the dynamic response at the bearing 1 in the Z direction and given 
in the frequency domain obtained by the Fast Fourier Transform (FFT). This chart 
indicates two peaks at 1X harmonic of rotating speed Ω and first natural frequency 

 of the shaft which is the signature of the unbalance fault in rotating machine. 
 

 

Fig. 6 Spectrum for uncracked shaft at 3000RPMΩ =  

In the case of cracked shaft with non-dimensional crack depth 0.5 , other peaks 
appear in dynamic response in addition to the two peaks mentioned previously. 
Shown in Fig.7, we can observe one peak at 2X harmonic of rotating speed plus the 
first natural frequency , and another one at 3X harmonic of rotating speed. 

 

 

Fig. 7 Spectrum for cracked shaft 0.5μ = at 3000RPMΩ =  
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Experimental results are carried out by [10]. In this paper, auxiliary excitation 
of the shaft is added. The response of the uncracked rotor without excitation 
shows peaks which illustrate the first natural frequency and harmonics of rotating 
speed. With the presence of crack, the traces of combinational frequencies which are 
shown represent the modulation of harmonics and sub-harmonics of first natural  
frequency. 

5 Conclusion 

Based on the present study, the following general conclusions are given factors 
which help to identify the crack as follows. The first indication is the change in 
modal properties by the decrease of natural frequencies, and this is due to the 
looseness of stiffness.For symmetric rotor backward whirling appears du to the 
asymmetry caused by the crack. Second indication is in dynamic response. Cracks 
additionally produced 3X harmonic of rotational speed and 2X compound with 
modulation of first natural frequencie. 
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Abstract. Investigation of vibration is an important topic for the purposes of ride 
comfort in railway engineering. The vibration of rail vehicles becomes very com-
plex because it is affected by the condition of vehicles, including suspensions and 
wheel profile, condition of track sections, including rail profile, rail irregularities, 
cant and curvature. The present study deals with the effects of railway track im-
perfections on dynamic behavior, and investigates the effect of vehicle speed and 
the rail irregularity on ride comfort through numerical simulation. The numerical 
simulation of the vertical dynamic behavior of a typical railroad vehicle will be 
performed using Largrangian dynamics. The model consists of 17 degrees of free-
dom with 4 wheel-sets, 2 bogies and a car body. For the assessment of the ride 
comfort, the Sperling ride index (ISO2631) is calculated using filtered RMS acce-
lerations. The ride characteristics of the vehicle provide an assessment of the dy-
namic behavior of the vehicle through the analysis of the accelerations at the ve-
hicle body, whereas the ride comfort assesses the influence of the vehicle dynamic 
behavior on the human body. A parametric study was carried out to suggest design 
modifications in order to improve the level Sperling index. 

Keywords: Sperling index, ride quality, rail vehicle, dynamic behavior, ride  
comfort, lateral dynamic vibration. 

1 Introduction 

Rail transport is one of the major modes of transportation, so it must offer a high 
comfort level for passengers and crew. In several research works, noise and vibra-
tion have been identified as the most important factors for high comfort. The main 
sources of vibration in a train are track defects in welding or rolling defects, rail 
joints, etc. The nature of vibration itself is random and covers a wide frequency 
range [1]. The improvement of the passenger comfort while travelling has been the 
subject of intense interest for many train manufacturers, researchers and companies 
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all over the world. The dynamic behavior of a train also depends on the load and its 
mechanical components, such as springs, dampers, etc., which interact with the 
wheels, the train body and bogies. The dynamic performance of a rail road vehicle 
as related to safety and comfort is evaluated in terms of specific performance indic-
es. Sperling’s ride index is a measure of the ride quality and ride comfort used by 
ISO 2631[2]. Measured track data are obtained by running a specialized railcar 
down the track. Analytic track data are created using mathematical shapes, such as 
cusps, bends, and harmonic functions, to represent the track geometry [3]. 

There have been several studies, which dealt with the dynamic analysis of rail 
vehicles in order to enhance the ride comfort while travelling. Nejlaoui et al [4] 
optimized the structural design of passive suspensions in order to ensure simulta-
neously passenger safety and comfort. Abood et al [5] investigated the Railway 
carriage simulation model to study the influence of vertical secondary suspension 
stiffness on ride comfort of railway car body. Kumar and Sujata [2] presented the 
numerical simulation of the vertical dynamic behavior of a railway vehicle and 
calculated Sperling ride index for comfort evaluation. Nielsen and Igeland [6] in-
vestigated the vertical dynamic behavior for a railway bogie moving on a rail 
which is discretely supported by sleepers resting on an elastic foundation. Effects 
of imperfections on the running surfaces of wheel and rail were studied by  
assigning irregularity functions to these surfaces.  

2 Modeling of Rail Road Vehicle 

To analyze the dynamic behavior of railway vehicles, usually the vehicle (and if 
necessary the environment) is represented as a multi body system. A multi body 
system consists of rigid bodies, interconnected via massless force elements and 
joints. Due to the relative motion of the system’s bodies, the force elements gener-
ate applied forces and torques. Typical examples of such force elements are 
springs, dampers, and actuators combined in primary and secondary suspensions 
of railway vehicles. 

2.1 Assumptions 

The assumptions made in formulating the model are as follows: 

• Bogie and car body component masses are rigid. 
• The springs and dampers of the suspension system elements have linear 

characteristics. 
• Friction does not exist between the axle and the bearing. 
• The vehicle is moving with constant velocity on a rigid and constant 

gauge. 
• All wheel profiles are identical from left to right on a given axle and from 

axle to axle and all wheel remain in contact with the rails. 
• Straight track. 
• An irregularity in the vertical direction with the same shape for left and 

right rails. 
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2.2 Rail Road Vehicle Model 

Fig.1 illustrates the train vehicle model adopted in this study. It consists of a ve-
hicle body, two bogies frames and four wheel-sets. Each bogie consists of the bo-
gie frame, and two wheel sets. The car body is modeled as a rigid body having a 
mass Mc; and having moment of inertia Jbx and Jcz about the longitudinal and ver-
tical axes, respectively. Similarly, each bogie frame is considered as a rigid body 
with a mass Mb (Mb1 and Mb2) with moment of inertia Jbx and Jbz about the longi-
tudinal and vertical axes, respectively. Each axle along with the wheel set has a 
mass Mw (for four axles Mw1; Mw2; Mw3 and Mw4). The spring and the shock ab-
sorber in the primary suspension for each axle are characterized by a spring stiff-
ness Kp and a damping coefficient Cp, respectively. Likewise, the secondary sus-
pension is characterized by spring stiffness Ks and damping coefficient Cs, 
respectively. As the vehicle car body is assumed to be rigid, its motion may be de-
scribed by the lateral displacement and rotations about the vertical axis  
(yaw or ψc) and about the longitudinal axis (roll or θc). Similarly, the movements 
of the two bogies units are described by three degrees of freedom Ybi; ψbi and θbi 
(i=1, 2), each about their centers. Each axle set is described by two degrees of free-
dom Yw; and ψw. about their centers. Totally, 17 degrees of freedom have been consi-
dered in this study for the vehicle model shown in Fig.1. The detailed parameters re-
garding the moment of inertia and mass of different component are given in Table 1. 

Table 1 Detailed parameter of rigid bodies 

 
Name of Rigid Bodies 

 
Mass ( Kg ) 

Moment of Inertia( Kg.m² ) 
IXX IZZ 

Car Body 6,7 ×105 105 106 
Bogie-I and II 105 105 105 

Wheel-set-I,II,III and IV 4000 4000 4000 
 

Some parameters regarding the rigid bodies are already given in Table 1; how-
ever, the other parameters, which are essential for the simulation of the vehicle, 
are presented in Table 2. A typical rail road vehicle system is composed of various 
components such as car body, springs, dampers, Bogies, Wheel-set, and so forth. 
When such dynamic systems are put together from these components, one must 
interconnect rotating and translating inertial elements with axial and rotational 
springs and dampers, and also appropriately account for the kinematics of the  
system structure. 

3 Track Inputs to Rail Road Vehicle 

The dynamic wheel loads generated by a moving train are mainly due to various 
wheel/track imperfections. These imperfections are considered as the primary 
source of dynamic track input to the railroad vehicles. Normally, the imperfections 
that exist in the rail-track structure are associated with the vertical and lateral track 
profile, cross level, rail joint, wheel flatness, wheel/rail surface corrugations and 
sometimes uneven support of the sleepers. 
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Fig. 1 Physical model of railway vehicle 

In actual practice different types of periodic, a-periodic or random track irregu-
larities may exist on the track, but in the present study a lateral local discontinuity 
type of irregularity is considered as shown in Fig.2. The shape of the irregularity is 
assumed to be similar on the left and the right rails. 

Table 2 Vehicle parameters 

Parameter Nomenclature Values 
Primary spring stiffness Kp 106 N/m 
Secondary spring stiffness Ks 1,7×10 6N/m 
Primary damping coefficient Cp 6×104 Ns/m 
Secondary damping coefficient Cs 105 Ns/m 
Vertical hertz spring stiffness Khz 35×109 N/m 
Longitudinal distance between bogies I and II and car body mass center Lb 6 m 
Longitudinal distance between wheel-set and corresponding bogie origin Ld 1,4 m 
Lateral distance between a longitudinal primary suspension and corresponding wheel-set dp 1 m 
Lateral distance between longitudinal secondary suspension and corresponding bogie origin ds 1 m 
Lateral distance between contact point of wheel–rail and corresponding wheel-set origin a 0,7163 m 
Lateral distance between vertical primary suspension and corresponding wheel-set origin b1 1 m 
Lateral distance between vertical secondary suspension and car body mass center b2 1 m 
Nominal wheel radius R1 0,61 m 
Vertical distance between wheel-set and bogie mass centers h1 0,3 m 
Vertical distance between bogie mass center and lateral secondary suspension h2 0,2 m 
Vertical distance between lateral secondary suspension and car body mass center h3 1,3 m 

 

The excitations of the left wheels of leading bogies are as follows: 

        ( 1..4)
0

diY
for t t

iri
otherwise

H ≤
= =
⎧
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                (1) 

Where 
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Local lateral discontinuity 
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Fig. 2 Model of track irregularity 

In the present study, H is taken as 0.03m. 

4 Simulation Study 

The models were built in the MATLAB/ Simulink® environment. The fixed step 
solver ODE-45 (Dormand-Prince) was utilized, with the sampling time 
Ts=0.0001. Ts is smaller than the fastest half-car Active Vehicle Suspension Sys-
tems (AVSS) model dynamics, enabling observation of all model dynamics [7, 8]. 
Dynamic analysis was carried out for the vehicle at different speeds: 15m/s, 
30m/s, 45m/s and 60m/s. 

4.1 Dynamics Analysis 

The following output parameters are evaluated: 

• Lateral, yawing and rolling displacement and acceleration at the floor of the 
car body center of mass. 

• Lateral displacement and acceleration at the front and the rear bogie center pivot. 

The lateral and angular displacement and acceleration responses of the car body at 
speeds of 15m/s, 30m/s, 45m/s, 60m/s are shown, respectively, in Fig.3 and Fig.4.  
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Fig. 3 The Lateral Car body displacement (a) and acceleration (b) for different vehicle speeds  

(a) (b) 
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Plots show that initially, the value of displacement and acceleration are nearly 
equal to zero, which is mainly the displacement and acceleration without track  
irregularity.  
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Fig. 4 The Rolling (θc) and Yawing (ψc) Car body displacement (a) and acceleration (b) for 
different vehicle speeds  

Finally it goes to zero and 0.03m (case of Yc), when the vibration of the car 
body ceases and stabilizes. The displacement and acceleration are generally within 
an acceptable range and does not show any instability. The movement of the car-
boy is not very shifty with acceptable amplitudes and it stabilizes around 7  
seconds. According to Fig.3 and Fig.4, this lateral local discontinuity default in-
duced only swaying, rolling and yawing movements at the floor of the car body 
center of mass. 

The displacement and acceleration response of front and the rear bogie with 
time are presented at different velocities of vehicle in Fig.5.a) and Fig.5.b), re-
spectively. It is clear from the plots that initially the wheels of the front bogies 

(a) (b) 
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come in contact with the track irregularity and the vibration starts in the front bo-
gie and later these vibrations are shifted to the rear bogies. The amplitude of the 
vehicle vibration also increased with the vehicle speed except for the case of yaw 
displacement movement (Fig.4).   

 
 

0 1 2 3 4 5 6
-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Time(s)

Y
b1

(m
)

 

 

15m/s
30m/s
45m/s
60m/s

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
-10

-5

0

5

10

15

Time(s)

d²
Y

b1
/d

t²
 (

m
/s

²)

 

 

15m/s
30m/s
45m/s
60m/s

 

0 1 2 3 4 5 6
-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Time(s)

Y
b2

(m
)

 

 

15m/s
30m/s
45m/s
60m/s

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
-10

-5

0

5

10

15

Time(s)

d²
Y

b2
/d

t²
(m

/s
²)

 

 

15m/s
30m/s
45m/s
60m/s

 
 
 
 

Fig. 5 The Lateral front (b1) and Rear (b2) Bogie displacement (a) and acceleration (b) for 
different vehicle speeds  

4.2 Comfort Evaluation 

Acceleration frequency response plots were generated for car body at vehicle 
speeds of 15m/s to 60 m/s and are shown in Figure.6 to calculate the Sperling ride 
comfort index [9, 10, 11]. The FFT plot is generated for a frequency range be-
tween 0 to 1000 Hz, as the human beings are most sensitive in the frequency range 
of 4 to 12.5 Hz. Ride comfort analysis has been performed for speeds ranging 
from 15m/s to 60m/s.  

(a) (b) 
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The analysis has been performed on the system model to calculate the vertical 
acceleration of the system. FFT output is taken to get the peak acceleration fre-
quency component. Comfort index has been and presented in Table 3. 
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The maximum and minimum ISO Sperling Index values are respectively 3.17 
and 2.03 for the rail vehicle speed respectively 15 m/s and 60 m/s. These values 
respectively indicate “Strong, irregular, but still tolerable” and “Clearly noticea-
ble” zones. Fig.7 show that the comfort index decreases as the vehicle speed  
increases while maintaining an acceptable level of comfort. This means that the 
passengers are not much affected by the vibration as they are exposed to low level 
of vibrations for this type of irregularity. 

Table 3 Sperling’s ride comfort index an evaluation for different vehicle velocities  

 
Vehicle Speed 

(m/s) 
Sperling Index 

(Wz) 
Ride comfort evaluation 

15 3.17 Strong, irregular, but still tolerable 
30 2.54 More pronounced but not unpleasant 
45 2.15 Clearly noticeable 
60 2.03 Clearly noticeable 

 
The dynamic behavior of the rail vehicle is specific for the speed of 15 m/s 

relative to the other speeds. Indeed, this speed matches to the low excitation fre-
quencies of the rail vehicle where different rigid bodies are critically solicited. 
While the others speeds matches to the medium and higher frequencies. 

4.3 Parametric Study 

A parametric study was undertaken to find the influence of different suspension 
parameters on the Sperling index (Wz). Fig.8 and Fig.9 show the variation of Wz 
index as a function of stiffness and damping respectively (primary and secondary). 
The increase in the primary suspension stiffness reduces the Wz index at the car 

Fig. 6 The vertical Car body acceleration 
in frequency domain for different speeds 

Fig. 7 The Sperling index comfort varia-
tion for different speeds 
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body marginally up to a speed of 60 m/s. The influence of secondary stiffness has 
been found to be just the opposite of the primary stiffness. A reduction of the sec-
ondary stiffness value from the present value reduces the Wz index at the car body 
at all the speeds. The variation of the primary damping is seen to have little  
influence on the Wz index at the car body. At speeds above 45 m/s, increase in  
the primary damping is shown to produce marginal reduction in the Wz index  
at the car body. The secondary damping has great influence at speeds higher than 
30 m/s.  
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Fig. 8 The influence of Primary a) and secondary b) stiffness 

An increase in the secondary damping reduces the Wz index at speeds greater 
than 30 m/s, whereas up to 30 m/s speed, the secondary damping has little influ-
ence. It has also been observed that all the primary damping have very limited  
influence at low speeds. 
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5 Conclusion 

Vertical dynamic analysis has been carried out for a Railway Vehicle. A 17 degree 
of freedom model is used for the analysis. Velocity input at all the wheel-set is 
given by considering similar lateral discontinuity at both right and left rail. A lat-
eral acceleration response at the car body has been calculated in the frequency 
domain. The Sperling Ride index has been calculated and presented for the above 
vehicle at different speeds. The calculated values of the Sperling index are found 
well in the satisfactory limits defined by the ISO 2631 standard which means that 
the passengers are not much affected by the vibration as they are exposed to low 
level of vibrations. A parametric study has been carried out with emphasis on bet-
ter ride index. The parametric study has brought out possible design changes re-
quired in different parameters to deliver better Sperling comfort index. It should 
be noticed that the parametric study was carried out to suggest design modifica-
tions to improve Wz index, but others dynamic and control behaviors like stabili-
ty, control of secondary suspension were to be considered when implementing the 
design modifications. 
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Abstract. Numerical continuation as a tool for analyzing nonlinear differential 
equations has proven to be very useful especially for the interactive numerical in-
vestigation. This paper examines the nonlinear behavior of a rigid rotor symmetri-
cally supported by two identical short journal bearings. Within this contribution, 
bifurcation analyses and nonlinear phenomena of this rotor bearing system are in-
vestigated using MATCONT which is a numerical continuation package for the 
study of dynamical systems and their bifurcations.   

Keywords: Rotor bearing system, Numerical continuation, Matcont, Bifurcations. 

1 Introduction 

The use of numerical continuation for the bifurcation analyses of the rotor-bearing 
system provides a basic understanding for the complex nonlinear rotordynamic 
behavior and the computation of limit cycles and their bifurcation points (Kuznet-
sov 1998) (Krauskopf 2007). Recent development in numerical continuation  
methods has provided the tools for the identification of periodic normal forms for 
codimension 1 bifurcations of limit cycles, normal forms for codimension 2, bi-
furcations of equilibria, detection of codimension 2 bifurcations of limit cycles 
(Dhooge et al 2008). The study of such dynamical systems requires a good and 
powerful software. Matlab is a powerful and widely used environment for scientif-
ic computing which can support flexible and extendible packages. MatCont is a 
Matlab continuation and bifurcation toolbox which is compatible with the standard 
Matlab Ordinary Differential Equations toolbox (Dhooge et al 2003). 

In this paper, a brief introduction to the theory of numerical continuation will 
be given. An example of computation of the nonlinear behavior of a perfectly ba-
lanced rotor bearing system using Matcont will be carried out. Identification of 
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equilibrium points and their bifurcations, bifurcations of limit cycles, jump phe-
nomena and coexistence of solutions will be presented. 

2 Numerical Continuation Method 

2.1 Equilibrium Point Continuation  

Numerical continuation concerns itself with the following of the steady state solu-
tions of systems of differential equations, as these solutions depend on parameters, 
using continuation software. For example, given a system of Ordinary Differential 
Equation (ODE) modeling a dynamical system of the form: 

( ),
dX

X f X
dt

ν= =                        (1) 

where ( ). nX ∈
 
is the vector of  the state coordinates of the system, 

( )., . nf ∈  is the continuously differentiable nonlinear function, ν ∈  is the 

parameter of the system that will be varied to follow a branch of steady state solu-
tions, t ∈  is time and an over dot denotes the total derivative with respect to t . 
An equilibrium solution of equation (1) ( )sX t , for cν ν= , can be found by solv-

ing the following equation: 

( ), 0s cf X ν =                          (2) 

Our goal is to compute a sequence of points which approximate a curve in 

( ),X ν
 
space that starts at a starting point ( )0 0,X ν

 
and describes how the equi-

librium point varies. In more general terms, the continuation problem requires 
finding a solution curve to the problem (Kuehn 2011): 

( ) 0F y =              (3) 

where ( ),y X ν= and ( ) ( ),F y f X ν= .  

Starting from a known solution 0y
 
such that ( )0 0F y = , the bifurcation pa-

rameter ν  is varied to calculate branches of fixed points or periodic solutions by 
following a branch of solution. The idea behind this method is to generate a se-

quence of points , 1,2,...iy i = along the curve, satisfying a chosen tolerance crite-

rion: ( ) 1iF y ε≤  for some 1 0ε >  and an additional accuracy condition 
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2iyδ ε≤ where 2 0ε >
 
and iyδ

 
is the last Newton correction in the prediction- 

correction method discussed below . 

To show how the points are generated, suppose we have found a point iy  on the 

curve and suppose we have a normalized tangent vector iv  at iy , i.e. 

( ) 0; , 1y i i i iF y v v v= = . 

Most continuation algorithms implement a predictor-corrector method. The pre-
dictor generates an initial guess for the corrector part, in which the Newton me-
thod is used to find the next solution on the branch: 

• Prediction: Given 0y , we want to find a point 1y
 
, Figure 1a. Suppose 

0h >  which will represent a step size. A commonly used predictor is the tangent 
prediction: 1 i iy y h v= + . 

• Correction: 1y
 
will not be on the curve so we want to find 1y  starting from 

1y that satisfies ( )1 0F y ≈ , figure 1b. 

 

 

Fig. 1 The predictor-corrector method (Kuehn 2011) 

2.2 Bifurcation Detection 

The location of bifurcation points based on monitoring the eigenvalues iλ  of the 

Jacobian matrix 
sX

df
A

dX
=  is detected when one parameter of the system is varied 

and a branch of steady-state solutions can be followed by means of the path-
following method. The stability of a branch of steady-state solutions can change 
qualitatively at so-called codimension 1 bifurcations. Generally, these are the only 
bifurcations that can be encountered if one parameter is varied.  
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For a fixed point, there are two generic codimension 1 bifurcations that can be de-
tected along the equilibrium curve: fold, also known as limit point (LP) and Hopf 
point (H).  

 

 

Fig. 2 The critical eigenvalues determining the bifurcations on the equilibrium curve 

At the bifurcation point, 
 

• Fold (LP): 1 0λ =  

• Andronov-Hopf (H): 1,2 0iλ ψ= ± , 0 0ψ >  

2.3 Continuation of Limit Cycles 

Assume the ODE system (1) has at 0ν
 
an isolated periodic orbit (Limit cycle) 

0C . Let ( ) ( )0 0 0X t T X t+ =  denote the corresponding periodic solution with mi-

nimal period 0T . 0C
 
has Floquet multipliers 1 2 1, ,..., ,n nu u u u− , the eigenvalues of 

the monodromy matrix ( )0M T which satisfies:  

( ) ( )( ) ( ) ( )0 0 0, 0 , 0x nM t f X t M T M Iν− = =             (4) 

Similar to the fold bifurcation for branches of fixed-points, the predictor-direction 
parameter component is used as the cyclic fold test function. The number of unst-
able Floquet multipliers changes by one if a cyclic fold is passed (Kuznetsov 
1998). 
On a limit cycle curve the following bifurcations can occur: 

• Fold also known as Limit Point Cycles (LPC): 1 1;u =  

• Flip also called Period Doubling (PD): 1 1;u = −  

• Neimark-Sacker (NS): 0
1,2 0,0iu e θ θ π±= < <  
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Fig. 3 Floquet multipliers determining the bifurcations of limit cycles (Kuznetsov 1998) 

3 An Example of Application of Numerical Continuation 
Using Matcont 

Consider the rotor-bearing system, whose specifications are listed in Table 1.  

Table 1 Journal bearing geometry and operating parameters (Wang and Khonsari 2006) 

Parameters     Value 

Journal diameter  (D=2R) 0.0254 m 

Length of the bearing  (L)  0.0127 m 

Radial clearance  (c) 50.8 10-6 m 

Mass of the rotor  (2M) 5.647 Kg 

Oil viscosity (µ) 0.01 Pa.s 

L/D ratio 0.5 

Bearing parameter 0.8Γ =  

The rotor-bearing system consists of a rigid rotor symmetrically supported by two 
identical plain short journal bearings as shown in figure 4. Its corresponding bear-

ing parameter 
3

2.5 0.52

RL

Mc g

μΓ = depends only on the bearing geometry, the sup-

ported load and the oil viscosity. 

 

Fig. 4 A rigid rotor supported by two identical journal bearings   
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In order to depict the nonlinear behavior of the rotor-bearing system shown in 
figure 4, the method of numerical continuation is applied  using MATCONT. 

First, we specify a new ODE system, say “short bearing”, into Matcont (Chou-
chane and Amamou 2011) as shown in figure 5. 

 

Fig. 5 The short bearing model in Matcont 

Then, we locate the equilibrium point by starting from an arbitrary selected ini-
tial point to get an orbit converging to an equilibrium point, figure 6. 

 

Fig. 6 Trajectory of rotor center carter approaching a stable equilibrium point for 0.8Γ =  
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In the following, the equilibrium point found by integration will be continued 
with respect to the dimensionless journal speed denoted as ϖ . The last point of 
the plotted orbit in figure 6 is selected and a continuation of an equilibrium curve 
is started. The equilibrium curve obtained by numerical continuation is shown in 
figure 7 in terms of  bearing eccentricity ε . 
 

 

Fig. 7 Equilibrium curve, H denotes a Hopf point 

Along the forward branch, Matcont stops at a Hopf point labeled H. Indeed, 

there are two eigenvalues of the equilibrium with ( )1,2Re 0λ ≈  at this parameter 

value visible in the Matcont Numeric window in figure 8. 
 

 

Fig. 8 Numeric window of Matcont at the Hopf point 
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The first Lyapunov coefficient for the Hopf bifurcation can be read in the 
MATLAB Command Window and it is equal to 1.86e-002.” The critical frequen-

cy ( )3Im 0λ ≠ , ( ( )3Re 0λ ≈ ), while the first Lyapunov coefficient is positive. 

Thus, there should exist an unstable limit cycle bifurcating from the equilibrium 
point.  Along the backward branch, no other specific points are detected. From 
the Hopf point H, Matcont may be used to continue the branch of the unstable  
limit cycles. 

 

Fig. 9 The Numeric window at the LPC bifurcation point  

 

Fig. 10 The family of limit cycles bifurcating from the Hopf point H 
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The Floquet multipliers are calculated during continuation. The absolute values 
and arguments in angular grades are displayed as shown in figure 9 corresponding 
to the Limit Point bifurcation LPC. An LPC point appears if the periodic solution 
have a pair of complex conjugated Floquet multipliers with a magnitude equal to 
one (Kuznetsov 1998). 

The critical cycle has approximately a double multiplier µ=1. Thus, the limit 
cycle manifold has a fold here. When the computations are resumed, the continua-
tion algorithm will automatically follow the second stable cycle branch after the 
LPC point. The computation produces the limit cycles manifold shown in  
figure 10. 

Figure 10 shows the branch of subcritical unstable limit cycles and its bifurca-
tion. The contours of the stable limit cycles are represented by solid lines and 
those of unstable limit cycles are represented by dashed lines. The continuation 
process stops once a bifurcation point of limit cycles, “LPC”, is encountered and 
another branch of limit cycles is continued from the LPC point.  

The unstable limit cycles, in the range LPC Hϖ ϖ ϖ< <  , define the basin of at-

traction of the stable equilibrium point. If the journal centre undergoes a perturba-
tion within the basin of attraction, it returns to the stable equilibrium point. For 
larger perturbations, it diverges away from the basin of attraction to another 
branch of other stable limit cycles as it is shown in figure 10. The size of the basin 
of attraction decreases significantly for higher bearing parameter Γ  for which a 
perturbation of the journal position has more impact on the journal stability.  

Hence, if the journal speed is increased beyond Hϖ , the journal jumps to a large 

size limit cycle at the Hopf point H. If the journal speed is decreased from a speed 
greater than Hϖ , it would jump back to the equilibrium point at a rotor speed 

LPCϖ .  

4 Conclusion 

An example of application of numerical continuation method to identify the nonli-
near journal bearing behavior using Matcont has been presented in this paper. The  
considered rotor bearing system has been shown to undergo a Hopf subcritical  
bifurcation with unstable limit cycles which disappear at a limit point of cycle  
bifurcation and fold into stable limit cycles. 
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Abstract. Recently, the investigation of periodic motion of the delay differential 
(DDEs) and the associated variation systems become into the focus of many stu-
dies. One of the most important motivations is the milling process analysis. In this 
work, the semi discretization method is briefly explained and have been applied 
for 1-DOF (degree of freedom) and 2-DOF milling system in order to build the 
stability lobes charts. 

Keywords: milling, semi discretization method, stability lobes, hopf bifurcation, 
flip bifurcation. 

1 Introduction 

It has been known for a long time, that past effects need to be included in the 
modeling of certain dynamic problems. 

The first delay models in engineering appeared for wheel shimmy and for ship 
stabilization. There are several other problems in engineering, where time delays 
arise, like in the modeling of machine tool vibrations in cutting processes, in ro-
botics tele-manipulation with transport delay, or in neural network models, where 
the interactions of the neurons are delayed. Qualitative and quantitative analysis of 
delayed systems is therefore an important issue in many applications. 

A numerical technique, the so called semi-discretization was used to obtain ap-
proximate solutions for retarded functional differential equations (RFDEs). 

These all models use the so-called stability lobe diagrams, which make it possi-
ble to choose the maximum axial depth of cut for a given spindle speed associated 
with a chatter free machining. In many practical cases, however, the choice of  
the optimal speed is difficult because contradictory parameters interact with  
productivity, (Hartung et al 2006). 
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2 Semi Discretization Method 

Semi discretization is a technique often used in computational fluid mechanics for 
solving partial differential equations (PDEs). The idea is to discretize the PDE 
along the spatial coordinates while leaving the time coordinate unchanged. This 
method was adapted to the analysis of delay differential (DDEs). The DDE is the-
reby approximated by a series of ordinary differential equations (ODEs), (Gradisek 
et al 2005).  

The discretization is constructed over one period time interval T, such that: 

T k t= Δ , where Δt is the length of the interval [ ]1,i it t + , with: i=0,1,2… In our 

case the time period is chosen to be a time delay: T τ= , (Salvat 2010-2011). 

3 1 DOF and 2 DOF Milling Systems 

The governing equation of motion of a 1 DOF milling model (Insperger and Ste-
pan 2004)) is given as: 

( ) ( ) ( ) ( ) ( ) ( )( )
.. .

22 n n

t

wh t
x t x t x t x t x t

m
ξω ω τ+ + = − − −  (1) 

Where nω  is the angular natural frequency, ξ   is the relative damping, w is 

the depth of cut, mt is the modal mass of the tool. The delayed term x(t −τ ) arise 
due to the regenerative effect. 

The time delay τ is equal to the tooth passing period T. The specific cutting 
force coefficient h(t) is determined by the technological parameters 

( ) ( )( ) ( )( ) ( )( ) ( )( )( )
1

sin cos sin
Z

j j t j n j
j

h t g t t K t K tφ φ φ φ
=

= +∑
       

(2) 

where Z is the number of teeth, Kt and Kn are respectively the tangential and the 
normal linearized cutting force coefficients and ( )jg t  is the angular position of 

tooth j defined as: 

( ) ( )2 / 60 2 /j t t j Zφ π π= Ω +
                    

(3) 

where Ω is the spindle speed in (rpm). The function ( )( )jg tφ  is a screen func-

tion, it is equal to 1, if the tooth j is in the cutting material, and it is equal to 0, if 
tooth j is out of it. The terms stφ  and exφ  are the start and the exit angles of the 

tooth j. Also h(t) is in the time period with the tooth passing period τ . 
For milling processes, the time delay is equal to the time period. For the spindle 

speed Ω   (rpm), the time delay is ( )60 /T Zτ = = Ω , and the time step is given by: 

( )/ 60 /t T k kZΔ = = Ω           (4) 
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The discretized equation of motion has the form: 

( ) ( ) ( )
.. .

2
,2 i i

n n i
t t

wh wh
x t x t x t x

m m τξω ω
⎛ ⎞

+ + + =⎜ ⎟
⎝ ⎠            

(5) 

with: t  [ti, ti+1] and where: 

( )
11 i

i

t

i

t

h h t dt
t

+

=
Δ ∫

       

(6)

 
We find in Table 1 the used parameters for stability chart build for 1DOf mil-

ling system. 

Table 1 Parameters used for stability chart build for 1-DOf milling system 

Parameters Value 

Z 

Kt 

2 (number of teeth) 

6.108 (N/m2) 

Kn 

ω0 

ξ 
mt 

2.108 (N/m2) 

922.2.л (rd/s) 

0.011 

0.03993 (kg) 

 
We present in (Fig. 1) the chart of stability for 1 DOF system. 
 

 

0.6 0.8 1 1.2 1.4 1.6

x 10
4

6

6.5

7

7.5

8

8.5

9

x 10
-3

Rotation speed [rev/mn]

D
ep

th
 o

f 
cu

t 
[m

]

 

Fig. 1 Stability chart for 1 DOF system 
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The governing equation of motion of a 2DOF milling model with symmetric 
tool is given as: 

( )
( )

( )
( )

( ) ( )

( ) ( )
( )
( )

( ) ( )

( ) ( )
( )
( )

h th t xy2 xxω +n m mt t
h t h tyx yy2ω +nmt mt

2 0
0 2

x yx x

t t

yx yy

t t

ww
x t

y tw w

w h tw h t
x tm m

y tw h t w h t

m m

x t x tn
y t y tn

τ
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ξω
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⎛ ⎞
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⎜ ⎟
⎝ ⎠

⎛ ⎞
⎜ ⎟

⎛ ⎞⎜ ⎟
⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠

⎜ ⎟
⎝ ⎠

+

−
=

−

+

 

 

( )x t  et ( )y t  represent the tool displacement in x and y directions. 

Where the angular natural frequency nω , the relative damping ξ  and the mod-

al mass mt of the tool are considered to be equal in both x or y directions corres-
ponding to the symmetric tool assumption.  

All the parameters are the same as for equation (1) of the 1 DOF model. 
In Equation (7), hxx(t ), hxy(t ), hyx(t) and hyy(t) are four projections of the specif-

ic cutting force coefficient and they are defined as: 
 

( ) ( ) ( ) ( ) ( )sin cos sin
1

Z
h t g t t k t k t

xx j j t j n j
j

φ φ φ φ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= +∑ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠=  

( ) ( ) ( ) ( ) ( )cos cos sin
1
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h t g t t k t k t
xy j j t j n j
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φ φ φ φ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= +∑ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠=  
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1

Z
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We find in Table 2 the used parameters for stability chart build for 2DOf mil-
ling system. 
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Table 2 Parameters used for stability chart build for 2DOf milling system 

Parameters Value 

Z 

Kt 

2 (number of teeth) 

6.108 (N/m2) 

Kn 

ω0x 

ω0y 

ξx 

ξy 

mtx 
mty 

2.108 (N/m2) 

922.2.л (rd/s) 

922.2.л (rd/s) 

0.011 

0.011 

0.03993 (kg) 

0.03993 (kg) 
 

We present in (Fig. 2) the chart of stability for 2 DOF systems. 
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Fig. 2 Stability chart for 2 DOF system 

In the figures 1and 2 w = function( Ω). we have used a Matlab code to obtain 
the stability chart (w=f( Ω)). The stability limit diagrams represents the limit of the 
system's stability, i.e., all combinations of parameters (rotational speed and depth 
of cut) leading to a stable cut are situated under the lobes, and on the contrary, 
chatter occurs for combinations situated over the lobes.  

4 Conclusion 

In this work we have presented briefly a semi discretization method and applied it to 
get the stability charts for a milling system (1DOF and 2 DOF). The stability charts 
have the same forms but there is a difference in the values of stability limits. 

Flip bifurcation 

Hopf  bifurca-

ti
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We could observe that the stability lobes have two forms, the U form present 
the so called hopf bifurcation, and a second form V shows the flip bifurcation. 

Comparing the size and location of hopf and flip bifurcation lobes, it is impor-
tant to note that the hopf lobes are much wider than the flip lobes. 
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Abstract. The early detection, identification and correction of machinery 
problems are paramount to anyone involved in the maintenance of industrial 
machinery to insure continued, safe and productive operation and to avoid any 
financial disaster, or personal injury and possible loss of life.  Since the vibration 
analysis can help predict component failure, those parts identified as defective can 
be scheduled for repair or replacement during planned equipment shutdowns, 
rather than during costly emergency downtime due to equipment failure. This 
study presents the use of the machinery vibration as a tool for predicative 
maintenance program of the rotating machineries. The introduction to the 
predictive maintenance using vibration analysis in the literature is presented. 
Causes of vibration and techniques of vibration analysis are illustrated. 
Construction of the predicative maintenance program via vibration analysis is 
presented and a computer program named Vibrogram was built up using Visual 
Basic Language. The Vibrogram is implemented on three rotating machines as 
case studies at Al- Waha Oil Field, Libya. It was found that the vibration 
monitoring is a vital component of any good predictive maintenance program for 
any plant machinery.  

Keywords: Vibration, condition monitoring, predictive maintenance, failure. 

1 Introduction 

The predictive maintenance or condition monitoring is among the planning 
maintenance part of other maintenances such as a preventive and production 
maintenances and it involves the trending and analysis of the machinery 
performance parameters to detect and identify developing problems before a 
catastrophic failure can occur. It indicates that when replacement of items that 
wear out should be done so preventing possible major failures. It can detect 
foreign matters (dirt, oil, moisture) in systems and an appropriate action can be 
taken [1, 2].  Several parameters can be served as starting point for a condition 
monitoring. Among these parameters the vibration monitoring for rotating 
                                                           
* Corresponding author. 
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machineries, especially for high speed machines such as turbines and compressors.  
Many industries have found that there are significant advantages of the vibration 
monitoring including cost saving, reduce the down time and increase the reliability 
of machines.  In addition, the vibration in rotating machineries is not beneficial.  It 
can cause excessive wear, cracking, loosening of fasteners, excessive noise and a 
host of other problems. In the case of aircraft, serious vibration can cause 
catastrophic failure leading to loss of life. The goal of vibration monitoring is to 
detect vibration patterns which will lead to failure. 

The vibration monitoring and analysis have been studied by many researchers.  
The majority of these studies aimed to develop a self-adjusting and integrated 
monitoring system that is able to function under various working conditions with 
minimum cost. Hansen and Gao [3] studied the vibration behavior of a deep 
groove ball bearing with a structurally integrated force sensor.  They conducted 
experimental studies on a ball bearing to validate the analytical and numerical 
solutions. A good agreement was found between the model-predicted sensor 
outputs and the experimental results. Mitchell [4], presented a technical article 
regarding the progress on the vibration measurements and condition based 
maintenance over the continuous seventy years.  Alzadjali and Rameshkumar [5] 
presented an investigation on the effect of shaft misalignment on the vibration 
behavior of a centrifugal blower and they observed that the vibration amplitude 
component at 2X is predominant in all types of misalignment and the vibration 
increases with the machine speed.  In field of wind energy, Sheng and Veers [6] 
found that the vibration analysis and oil monitoring are the most tools for 
condition monitoring of wind turbines. Zhun et al [7] developed on line a 
lubrication monitoring program for a wind mill using a particle filtering technique, 
in order to reduce the energy cost and improve the wind turbine availability and 
reliability. In this paper a predictive monitoring program based on the vibration 
analysis is presented and companion case studies are discussed. 

2 Characteristics of Vibration 

The vibration is simply a motion of machine or a part of machine back and forth 
from its equilibrium position.  This vibratory motion can be modeled by a motion 
of mass suspended on end of a spring as explained in the elementary theory of 
simple harmonic motion [8]. The vibration can be characterized by several 
common terms.  The frequency of the vibration is a number of cycles per second 
and usually measured in Hertz unit.  The amplitude of vibration is a distance that 
the vibrating part travels back and forth. The increase in amplitude always 
accompanies an increase of mechanical troubles.  The amplitude can be measured 
by a displacement, a velocity or acceleration. The displacement is a peak to peak 
displacement and measured in mils, mm or inch. The peak velocity is the rate of 
change of the displacement with respect to time, measured in mm/s or inch/ s.  
The peak acceleration is the rate of change of velocity with respect to time and 
measured in mm/s2 or inch/s2. Each of the vibration characteristic reveals 
something significant about the vibration. 
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3 Common Causes of Vibration 

The vibration in rotating machineries occurs due to numerous causes. The 
unbalance of the rotating shafts is the major cause of vibration in the machines.  
The vibration may develop due to unequal distribution mass in rotating parts.  The 
points of unbalance produce forces which cause vibration. The unbalance 
amplitude usually presents at a frequency equal to one time of the operation speed 
of the part (1x). Unbalance may be in single plane (static) or in multiple planes 
(dynamic unbalance). The second major cause of vibration is the misalignment 
between shafts of connected machines which generates vibrations that can be 
mistaken for unbalance.  A distinguishing feature is that its principal frequency is 
at twice running speed (2x) and it contains a large axial component.  Loose of 
mechanical parts of the machine generates 1x vibration but almost always contain 
higher harmonics. Worn gears, bent shafts, eccentricity of the bearing, 
aerodynamic and hydraulic forces, rubbing and resonance are also other sources of 
vibration in the rotating machineries. Figure 1 illustrates typical examples of the 
spectral characteristics for some causes of vibrations [9].  
 

 
 
 

 

 

 

 

Fig. 1 Typical examples of spectral characteristics for (a): unbalance and (b): Misalignment  

4 Analysis Techniques 

The causes of vibration are usually identified by several techniques. The choice of 
the technique depends on the type of the machine and frequency levels. The 
frequency demand is the common practice to analyze the vibration, where the 
vibration signals are resolved and displayed as narrow band spectral components.  
In this technique, the frequency analyzer converts the complex vibration signal 
from the time domain to frequency domain producing a display of frequency 
versus amplitude. The other technique is the time domain waveform (orbit 
analysis). This technique became common practice several years ago when 
vibration signals displayed on an oscilloscope were utilized for analysis purposes 
[9].  By establishing the orbit of the rotating shaft on the oscilloscope screen, the 
picture of the shaft motion within the bearing clearance can be obtain and 
therefore, the cause of the vibration can be identified. Now days, modern analyzed 
equipments such as digital and computerized data collectors are used, instead of 
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the old equipments.  These, indeed provide accuracy with rapid analysis to 
produce an output which may be displayed on the screen of the analyzer 
immediately. 

5 Vibration Monitoring Program 

The construction of the vibration program for predictive maintenance of rotating 
machineries is based on the following factors: 

5.1 Plant Survey 

The first step in the monitoring program is to study the plant equipments layout, 
process flow, production patterns, reliability, cost production and maintenance 
resources. Selection of the machines in the program should be done through the 
priority of the machines or those are critical to/or in support of, production.  When 
the machines are selected, it should be listed on scheduling sheets.  

5.2 Machine Condition 

The condition of machines should be studied through the machine maintenance 
file (if not available, should be constructed). If the mechanical condition of 
machines is unknown, a complete vibration analysis should be performed. This 
vibration analysis will detect if machines is trouble free and also will established 
the start point for monitoring program. Furthermore, vibration levels for machines 
should be established from the manufacturer, similar machines or expert 
maintenance persons in the plant. The first vibration checkout may appear 
machine defects. These defects should be corrected prior to the next measurement, 
in order to reduce the vibration levels.  

5.3 Selection of Measuring Points 

The selection of points for vibration measurements should take into account some 
factors such as machine type, method of mounting, normal direction in which 
internal forces can be generated, etc.  In general, the vibration measurements are 
usually taken at houses of bearings, because these are locations where rotation 
parts (shafts) come in touch with the stationary parts (casing).  The vibration 
reading are usually taken in the vertical (V), horizontal (H) and axial (A) 
directions to the bearing axis of the machine  

5.4 Selection of Measuring Instruments  

Different modern instruments are available for measuring, analysis and displaying 
the vibration data.  Vibration meters usually hand-held and battery operated are 
used for measuring displacement, velocity, acceleration and spike energy levels in 
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a frequency ranges up to 500,000 cycle/min.  Data collectors are the instruments 
which capable of measuring a phase angle, displacement, velocity, acceleration.  
The modern data collectors are equipped with microprocessor programming 
capability to measure and store large amounts of vibration data of various 
parameters.  They can measure the displacement, velocity, and acceleration (RMS, 
pk and pk-pk).  Furthermore, collect and store the vibration data on- route and off-
route monitoring points and download data to PC for advanced analysis. They can 
carry out spectrum analysis (FFT) and provide monitoring of rotating parts and 
dynamic balancing with stroboscope. 

Transducers are important instruments, which are used to pick up the vibration 
readings by converting the mechanical energy into electrical energy. They produce 
an electrical signal which is function of mechanical vibration. Three types of 
transducers are commonly used; displacement, velocity and acceleration pickups. 

5.5 Period of Vibration Measurements 

The length between the check points of the vibration measurements is essential for 
the monitoring program.  The interval of the vibration measurements should be 
designed according to a number of factors for each check point of each machine.  
Some of critical machines must be monitored on continuous basis.  Periodic, 
normally monthly, monitoring also can be carried out on the machines according 
to their speeds. For example, machines operate at low speed (< 500 rpm), the 
vibration monitoring should be performed every three months, whereas the 
machines operate between 500 and 3000 rpm, they should be monitoring every 
month.  High speed machines must be monitoring every two weeks [10].  
However, other factors may alter the monitoring period such as type of the 
machines, history of frequent failures, safety and the operation experience which 
will most likely dictate how often the analysis should be performed.  When the 
vibration interval has been established, it should be fed to the computer as a 
periodic vibration check chart. 

5.6 Vibration Tolerance and Limits 

The vibration tolerance should be established for each machine and check point. 
There are several sources of vibration tolerances are available such as ISO, British 
and ASME standards.  The ISO 10816 Vibration Severity Chart [11] is divided 
into three zones, the zone A (green)for vibration values from new machines , zone 
B ( yellow) for machines without restriction and zone C ( red)for machines in 
which the damage could occur any time.  It also defines four groups of machines, 
according to their size, base and purpose.  In the absent of tolerance information 
for a machine, the vibration tolerance can be formulated from the maintenance 
experience or historical data. It should be mentioned that as experience is gained, 
each machine's tolerance can be reviewed and changed as required. Once the 
tolerances are established, these are entered on the check round chart. 
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5.7 Report of a Vibration Analysis  

Recording system for vibration data should be established in order to issue the 
vibration report to concerning decision team for planning and scheduling of 
repairs immediate action.  The report is usually a summary of vibration reading of 
machine trough a certain time (every three months) and it shows the health of the 
machine in this period of time as the vibration trend is gradually or sudden 
increase.  When repairs have been completed, immediate notification to predictive 
maintenance team is important.  New vibration reading should be taken on the 
machine after repairing.  These will be very helpful in that they will be used to re-
evaluate the vibration limits or tolerance for the machine. 

5.8 Training Vibration Staff 

The vibration staff should be having a good knowledge of machinery, trouble 
shooting and the elementary theory of the mechanical vibration. The vibration 
analysis requires thoroughness and patience. Those performing the work should be 
acquainted with the overall objective of the program and what the maintenance 
department hopes to accomplish. A team effort with vibration engineers, 
technicians, foremen and operating department heads should be developed. 

6 Case Studies 

The Waha Oil Field is selected for the applicative part of the study; since the 
technology of predictive maintenance using vibration monitoring is not fully 
applied there. The Waha Oil Field is the largest field in the Libyan Waha Oil 
Company. Three different machines used in three different plants have been 
chosen for the vibration monitoring program. Table 1 illustrates the technical 
specifications of each machine. Vibration levels were measured continually with 
permanently installed on-line vibration measuring systems using velocity or 
displacement transducers fixed on control panel of the machines.  The transducer 
converts the machine vibration into an equivalent electrical signal that is read on 
the meter as a vibration level. 

Table 1 Technical Specifications of the three machines 

Machine 
 

Model Manufacturer. Location Duty 
Vib. 
Alarm 

Vib. 
Trip 

GE Gas 
Turbine 

5001 
General 
Electric Co. 

Power 
Plant 

Drive  
a generator 

0.5 in /s 1 in /s 

 
Solar Gas 
Turbine 

T-4500 Solar Co. 
Gas 
Plant 

 
Drive 
a compressor 

1.7 mils 2 mils 

 
Centrifugal 
Pump 

DVS-EX United Co. 
Oil  
Plant 

 
Pump crude oil 

1.2 mils 1.8 mils 



www.manaraa.com

Predictive Maintenance Program Based on Vibration Monitoring 657 

 

7 Computer Vibration Program 

A vibration program named "VIBROGRAM" has been developed using Visual 
Basic Language, in order to implement the vibration monitoring for the three 
rotating machineries. Figure 2 shows the flowchart of the program.  Once the 
program has been set up in the computer, the next step is to collect the vibration 
readings for machines involved.  After starting the program, a window will display 
on the screen for recording the vibration data. A dialogue box will show up asking 
the technician to follow a few simple instructors to get the task accomplished. As 
soon as the down load of vibration readings finished, two kinds of reports can be 
generated; a vibration recording report and /or a graphical report.  The reports give 
an overview about the condition of the machine over a period of data collection. 
The VIBROGRAM records the collection vibration readings from the vibration 
control panels of the machines for one month period. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2 Flowchart of the computer program “VIBROGRAM" for vibration monitoring 

8 Results and Discussion 

Table 2 shows the vibration readings of the three machines. The turbines readings 
were recorded for one month whereas the readings of the pump for fifteen days 
only, because it was shut down due to production requirements.  As it can be seen 
that the vibration readings of the pump are acceptable and the pump runs in 
smooth condition. 
 



www.manaraa.com

658 R.O. Saied, M.S. Mostafa, and H.A. Hussein 

 

Table 2 Machines vibration readings at axial direction 

 

 

Figure 3 shows the trend of vibration readings of the GE turbine with time. 
There are three zones of colors according to the ISO standard [10]: the green zone 
for smooth region of vibration, the yellow zone for warning region and the red 
zone for critical region. It can be noted that all the readings are located in the 
green zone which means that they are within the acceptable range of vibrations.  
The curve is approximately steady with time. However, the vibration readings 
increase slightly up to .35 in/s near the warning board. This value is high for such 
turbo machineries. Therefore, it is recommended that this point should be 
monitored closely and checked again to analyze the cause of vibration. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 vibration measurements of the GE turbine 

 

GT Turbine 
 (m/s) 

Solar Turbine 
 (mils) 

United Pump  
(mils) 

Pedestal 
Bearing 

Comb 
. Bearing 

Turb. 
 Bearing 

Comb. 
 Bearing 

Turb. 
 Bearing 

Pump Motor  
Bearing 

Pump 
 Support 

0.23 0.12 0.15 0.1 0.6 0.4 0.6 0.9 
0.27 0.12 0.16 0.1 0.6 0.35 0.5 0.9 
0.31 0.13 0.16 0.05 0.8 0.35 0.6 0.9 
0.3 0.13 0.16 0.1 1 0.4 0.6 1 
0.32 0.15 0.16 0.1 0.7 0.45 0.55 1.1 
0.32 0.13 0.15 0.05 0.7 0.4 0.6 0.9 
0.32 0.14 0.16 0.1 0.7 0.3 0.65 1 
0.33 0.13 0.6 0.2 0.7 -- -- -- 
0.35 0.14 0.15 0.1 0.7 -- -- -- 
0.34 0.14 0.15 0.1 0.7 -- -- -- 
0.34 0.14 0.15 0.2 0.8 -- -- -- 
0.35 0.14 0.15 0.1 0.8 -- -- -- 
0.33 0.14 0.16 0.05 0.8 -- -- -- 
0.33 0.13 0.15 0.05 0.8 -- -- -- 
0.3 0.14 0.17 0.05 0.9 -- -- -- 

Smooth zone 

Warning zone

Critical zone



www.manaraa.com

Predictive Maintenance Program Based on Vibration Monitoring 659 

 

Figure 4 illustrates a window of the Vibrogram monitoring for the bearing of 
the Solar turbine. Clearly it can be observed that the vibration readings are very 
low and within the acceptable (smooth) zone. This indicates that the bearing is in 
good condition.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Vibration measurements of the Solar turbine 

9 Conclusions 

Outlines of conclusions can be drawn from this study as: 

• Vibration analysis provides a powerful tool to locate problems that cause 
abnormal machine vibration and to prevent catastrophic failure by correcting 
vibration-related problems. 

• Vibration monitoring is a vital component of any good predictive maintenance 
program for any plant machinery. 

• A predictive maintenance program that uses vibration monitoring allows 
repairs to be scheduled during regular maintenance rather than during costly 
unscheduled breakdowns, thus yielding significant annual savings in 
maintenance costs. 

• Use of the modern digital instruments can provide an excellent and accurate 
analysis of vibration readings. 
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Abstract. A study of the reflection from defects can be predicted from cylindrical 
tube and its singularities using the wave finite element method (WFEM). Dealing 
with wave propagation and defect detection in straightforward specimens, there is 
great interest in extending the skills of the WFEM to include the characterization 
of defects. Numerical simulations have been carried out to ensure the performance 
of the WFEM. Thereby, a parametric study of the torsional-mode T(0,1) reflection 
from three dimensional (3D) defect is developed by varying axial and 
circumferential extent of defect in the first step then the position of the defect in 
the second step. The WFEM is seen to yield accurate results for defect detection in 
pipes. 

Keywords: Guided Wave/Torsional mode /defect /Reflection Coefficient/pipes. 

1 Introduction 

A number of researchers have performed the analysis of defect detection in hollow 
cylinders and pipelines based on ultrasound and elastic guided wave in the oil, 
chemical, and other industries {(Bai et al. 2001), (Demma et al. 2004), (Alleyne et 
al. 1998) and (Zemanek 1972)}. Guided wave techniques have evolved 
considerably in the last two decades and revolve around the practical evaluation 
application. Some significant works can be considered revolutionaries in the Non-
Destructive Testing (NDT) field {(Alleyne & Cawley 1996), (Li & Rose 2002), 
(Sun et al. 2003) and (Sun et al. 2005)}. Nevertheless, many critical subjects still 
remain largely unexplored, such as guided wave defect sizing competencies, 
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guided wave propagation characteristics and focusing possibility in pipes and its 
singularities. Hence, numerical developments are still needed to understand the 
scattering wave’s phenomena. 

A numerical finite element based approach named wave finite element method 
(WFEM) is previously developed in references {(Mead 1973), (Mead 1975)}. The 
dispersion curves and the mode shapes are among the primary properties to be 
given in Refs.{(Mencik and Ichchou 2005), (Duhamel 2006) and ( Bouchoucha et 
al. 2012)}. Whereby, Ichchou (Ichchou et al. 2009) considered the wave 
propagation features for low and mid-frequency in cylindrical pipes with local 
inhomogeneities. For a pipe with non-axisymmetric geometries (such as defects 
and elbows), some numerical approaches have to be used instead of the analytical 
calculations to simulate the guided wave behaviors. Inspired by the work of Zhou 
(Zhou et al. 2008) and based on these previous works, the motivation for this 
paper is the need to accurately detect defect using wave finite element method. A 
parametric study allowing defect sizing and detection has been investigated in this 
work. 

One of the major contributions of many researches resides in the mode choice 
since each mode is adapted for an application (i.e. defect detection) well targeted 
(crack, defect, fracture etc.). Torsional guided waves have been applied 
considerably to pipe inspection for their sensitivities to different kinds of defects 
{(Lovstard and Cawley 2011), (Bareille et al. 2012)}. The T(0,1) mode is non-
dispersive and it is the lowest and fastest torsional mode and most suitable for 
defect detection in pipes {(Bareille et al. 2012), (Liu et al. 2006)} So, it will 
facilitate the time domain separation of the signals of interest from the rest of the 
received signal.  

The remainder of this paper introduces the problem to be solved that means the 
scattering of guided waves by flaws in section 2. Section 3 is devoted to the modal 
description which involves post processing of Ansys FE specimen. Numerical 
simulations are developed and the main results are shown. Concluding remarks are 
made in section 4. 

2 Problem Statement: Scattering of Guided Waves by Flaws 

In this section, considering an infinite structural waveguide with local voids 
(flaws, etc.) which are basically due to lack of material or material variation, a 
monochromatic incident wave is assumed to be generated at x − ∞  and travel to x 

+ ∞  direction. Scattering phenomenon occurs when there is interaction between 

the incident guided waves and flaws as shown in figure 1.  
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Fig. 1 Wave scattering in structure through local defect 

The modeling of damaged cell is similar to that of typical one for modes 
extraction, except that additional interior dofs might be included. The coupling 
condition is governed by the dynamics equation of coupling structures: 

{ } { } { }( ) ( ) ( ) ( ) ( ) ( ) (F ) 0 ( )
c c T c T c T c c T c T c T c T c T

L I R L I R L R
M q q q K q q q F+ =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦              (1) 

Where cM⎡ ⎤⎣ ⎦  and cK⎡ ⎤⎣ ⎦  denote respectively the mass and stiffness matrices of 

the coupling structures. Eq. 1 can be condensed as: 

c cc c
L LLL LR

c c c c
RL RR R R

q FS S

S S q F

⎧ ⎫ ⎧ ⎫⎡ ⎤ ⎪ ⎪ ⎪ ⎪=⎨ ⎬ ⎨ ⎬⎢ ⎥
⎪ ⎪ ⎪ ⎪⎣ ⎦ ⎩ ⎭ ⎩ ⎭

                                          (2) 

To describe the scattered field, eigensolutions need to be decomposed to 
positive and negative going wave modes for the computational purpose. Then, the 
couple (qi, Fi), where i = 1, 2…2N, can be divided into two sets with the same 

number: ( q−⎡ ⎤⎣ ⎦ , F−⎡ ⎤⎣ ⎦ ) with 1λ < representing negative going waves, 

( q+⎡ ⎤⎣ ⎦ , F+⎡ ⎤⎣ ⎦ ) with 1λ > representing positive going waves, which are written as 

N by N base matrices. For undamped system, there exists the case 1λ = relating 

to the purely propagating waves, which can also be decomposed to positive going 
and negative going waves by observing the sign of the imaginary part of λ . The 
coupling conditions expressed as: 

c inc ref
Lq q qφ φ+ −⎡ ⎤ ⎡ ⎤= +⎣ ⎦ ⎣ ⎦ , c tr

Rq q φ+⎡ ⎤= ⎣ ⎦                                    (3) 

and c inc ref
LF F Fφ φ+ −⎡ ⎤ ⎡ ⎤= +⎣ ⎦ ⎣ ⎦  , c tr

RF F φ+⎡ ⎤= − ⎣ ⎦                            (4) 

Considering the coupling conditions eq.2 can be written as:  

1
Structure

2
Structure

c

L

c

L

q

F

⎧
⎨
⎩

c

R

c

R

q

F

⎧
⎨
⎩
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{ }
c c cref
LL LR LL inc

trc c c
RL RR RL

S q F S q F S q

S q S q F S q

φ
φ

φ

− − + + +

− + + +

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤− −⎧ ⎫⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎪ ⎪ ⎣ ⎦ ⎣ ⎦⎢ ⎥ ⎢ ⎥=⎨ ⎬
⎢ ⎥ ⎢ ⎥⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ −⎪ ⎪⎩ ⎭⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦        

(5) 

Given a single or a set of incident modes as the input in Eq. 5, reflection and 
transmission modes acting as the output can be obtained. Numerically, the base 
number Nr is suggested to be frequency dependent. To simplify our calculation, 
the fixed-boundary CMS method is used here (Craig 1968) where a substructure is 
considered to be composed of interior and interface dofs. It condenses the system 
matrices by assuming the displacements of the interior dofs as a linear 
superposition of the constraint modes and the internal normal modes. Introduce 
the transformation matrix [T], the displacement vector of coupling substructure is 
represented in terms of generalized coordinates: 

{ } [ ]{ }( ) ( ) ( ) ( ) ( ) ( )
T Tc T c T c T c T c T c T

L I R L Rq q q T q q qδ=
                

 (6) 

where cqδ  is the modal displacement modal. The transformation matrix for the 

fixed boundary method can be written as: 

[ ] 1 1

00

00

c c c c
II IL II II IR

I

T K K K K

I

− −

⎡ ⎤
⎢ ⎥
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − Φ −⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

⎢ ⎥
⎢ ⎥⎣ ⎦                                

(7) 

where IIΦ is the fixed interface normalized modal matrix, c
IIK , c

ILK and c
IRK are the 

interior dofs related components in the stiffness matrix. Thus equation 1 can be 
simplified as 

{ } { } { }( ) ( ) ( ) ( ) ( ) ( ) (F ) 0 ( )
c T c T c T c T c T c T c T c T

L R L R L R

c c
CB CBM q q q K q q q Fδ δ+ =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦         (8) 

Where the condensed mass matrix [ ] [ ] [ ][ ]Tc c

CB
M MT T= , stiffness matrix 

[ ] [ ] [ ][ ]Tc c

CB
K KT T= , qδ is the truncated set of generalized modal displacement 

associated to the modal matrix IIΦ . Hence, Eq.5 can be modified as 

{ }
ˆ ˆ ˆ

ˆ ˆ ˆ

c c cref
LL LR LL inc

trc c c
RL RR RL

S q F S q F S q

S q S q F S q

φ
φ

φ

− − + + +

− + + +

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤− −⎧ ⎫⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎪ ⎪ ⎣ ⎦ ⎣ ⎦⎢ ⎥ ⎢ ⎥=⎨ ⎬
⎢ ⎥ ⎢ ⎥⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎪ ⎪+ −⎩ ⎭⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦     

 (9) 

where ˆ c

LL
S , ˆ c

LR
S , ˆ c

RL
S and ˆ c

RR
S are the matrices of the reduced system obtained by 

eliminating the modal shift qδ : 
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1 1

1 1

ˆ ˆ;

ˆ ˆ;

c c c c c c c c c c
LL LL L L LR LR L R

c c c c c c c c c c
RL RL R R RR RR R R

S D D D D S D D D D

S D D D D S D D D D

δ δδ δ δ δδ δ

δ δδ δ δ δδ δ

− −

− −

= − = −

= − = −                      

(10) 

After solving Eq. 9, the whole scattered wave fields can be obtained through 
equation 6 and Eq 8. Calculations were performed based on the connection 
between two homogeneous waveguides through inhomogeneous one including the 
defect as shown in figure 2. The waveguide 1 is a pipe section connected to a 
damaged coupling structure which is in turn connected to waveguide 2 similar to 
the first one. Hence, the reflection and transmission coefficients are defined as 
follow: 

,
re tr
i i

i iin in
i i

R T
φ φ
φ φ

= =
                           

                 (11) 

Where i =1,…, Nr. 

3 Numerical Results and Discussion  

This section provides numerical examples that illustrate some features of guided 
waves in the cylindrical steel isotropic tube in which we create a local crack 
(shown in Fig. 2). The study was led by using an Ansys FE calculation code to get 
the mass and stiffness matrices. The circumference of the pipe was divided into 22 
elements. Hence, the above-described method was postprocessed in order to 
obtain the reflection and transmission coefficients using Matlab-code (its 
formulation is detailed in section 2). And we will focus only at the reflection 
coefficient (RC). The dimensions of the flaw such as axial (mm), depth and 
circumferential (%) extents are subscribed by a, b and c, respectively. The 
circumferential extent was varied by eliminating an element in every step that’s 
why it’s defined by percent of circumference.  

Here, the torsional mode T(0,1) is selected thanks to its non-dispersive 
character based on many research in wave mode propagation in pipes [6, 12]. The 
material properties and geometry of the tube are listed in Table 1. RC-spectra in 
the 1–35 kHz range are obtained for different sizes and different flaws positions.  

Table 1 Material and geometry data 

Parameters Value 
Length (mm) 2 
outside radium (mm) 70 
inside radium (mm) 66 
thickness (mm) 4 
Density ρ (Kg/m3) 7800 
Young's modulus (Pa) 2.1011 
Poisson's ratio 0.3 
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Calculation was performed on the connection between two homogenous 
waveguides through inhomogeneous one including the defect as shown in Fig.2. 
The waveguide 1 is a pipe section connected to a damaged coupling structure 
which is consecutively connected to waveguide 2 similar to the first one.  

 
  
 
 
 
 
 
 

Fig. 2 Finite element coupling structures with flaw and its dimensions  

3.1 Reflection Coefficient by Varying the Flaw Extents  

• Reflection coefficient by varying the flaw axial extents  

The flaw’s axial extent was varied from 1 mm to 5 mm in steps of 1 mm 
whereas defect’s circumferential extent is fixed at 9% (2 elements) from the 
circumference of the tube. The amplitude of the RC is not affected by varying the 
axial extent, as shown in Fig. 3 (it is about 1% for a 1 mm axial extent). Note that 
at higher frequencies, all the curves become straight lines, proving that torsional 
mode T(0,1) is non-dispersive at high frequencies.  
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Fig. 3 Variation of RC by varying the axial extent defect for different excitation frequencies 

• Reflection coefficient by varying the flaw circumferential extents  

Fig. 4 shows the RC-curves for various defect’s circumferential extent (9%, 
14%, 23% and 27%) of the tube’s circumference in the 1–35 kHz range. These 
curves show that the wave reflection is greater when the defect’s circumferential 
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extent increases. Mainly, this illustration proves the dependency of RC with the 
frequency. To reveal the details of the solution at low and medium frequencies, 
the RC as a function of defect’s circumferential extent for different excitation 
frequencies are plotted in Fig. 5 whereas defect’s axial extent is fixed at 1 mm. 
Else from Fig. 5, it is seen that the RC from flaw become less important as it loses 
its straight character. 
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Fig. 4 Reflection Coefficient of varying defect’s circumferential extent whereas fixed 
defect’s axial extent (with a = 1mm) 

The analysis of straightforward shaped defect using WFEM showed a linear 
dependency between the amplitude the RC and the ratio of circumferential extent, 
at a fixed depth of the defect (Fig.5). 
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Fig. 5 Reflection coefficient by varying defect’s circumferential extent for different 
excitation frequencies 

• Reflection maps for axisymmetric flaw  

The results presented below are 3 dimensions (3D) maps for axisymmetric 
flaws in the reference pipe. Figure 6 represents the 3D variation in of the RC for 
T(0,1) at different frequencies respectively 20 kHz, 25 kHz, 30 kHz and 35 kHz 
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incident on an axisymmetric rectangular flaw of  varying axial and circumferential 
extent. These figures show that the reflection increases with the circumferential 
extent for a constant axial extent and increases slightly with axial length as 
circumferential constant.   

3.2 Reflection Coefficient by Varying the Flaws’ Position  

In this section, different flaws are created in the coupling structure. Hence, the 
impact of the position of flaws to the WFE method is investigated. Different 
positions and defects are considered as shown in Fig.7 (more details about the 
flaws positions and severities in appendices 1&2). The sensitivity of RC to 
severity of defect is clear as the flaws’ position: more than the defects are close to 
each other more their reflection will be (Fig.7 (i)). Fig.7 (j) shows that the RC 
rises clearly if the number of defect is important (3 defects). Hence, it is evident 
that variation in the position of the flaws in the circumferential direction has little 
effect on the amplitude of the RC. 
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Fig. 6 Variation of RC with the circumferential extent and the axial extent of the defect for 
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Fig. 7 Variation of Reflection Coefficient with flaws’ positions (i) 2 elements (j) 3 elements 
(Appendices 1 and 2) 

4 Conclusion  

The investigation reported in this paper focused on scattering of guide waves by 
rectangular flaws in pipes. The emphasis of the investigation was on the 
evaluation of torsional modes excitation and propagation characteristics in pipes 
using WFE method based on the wave propagation characteristics. The main 
results can be summarized as follows:  

1. The constructive interference phenomenon, which leads to a maximum of the 
reflection, was proven to appear in rectangular notch shapes.  

2. These results clearly show that T(0,1) provides a convenient and effective 
way to characterize a straightforward defect in pipes for their defect’s sensitivities. 
Both defect’s circumferential and axial extent are studied.  

3. Sensitivity of Wave finite element method (WFEM) to flaws’ positions.  

This work could be extended taking into account the impact of environmental 
factor change such as temperature.   
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Notation 

u                   displacement vector 
q

i
                   nodal displacement vector 

( q−⎡ ⎤⎣ ⎦ , q+⎡ ⎤⎣ ⎦ ) denote the displacement vectors relating to the positive and negative going 

waves respectively 
F

i
                   nodal force vector 

( F−⎡ ⎤⎣ ⎦ , F+⎡ ⎤⎣ ⎦ ) denote the forces vectors relating to the positive and negative going waves 

respectively 
f                    frequency  
D                   pipe diameter (mm) 
t                     thickness’ pipe (mm) 
a                    defect’s axial extent (mm) 

c%       defect’s circumferential extent (non-dimensioned parameter such                            

c% such that % 100
2

c
c

Dπ
= ×  with 2 D is the pipe circumference (equals D is the pipe circumference (equals 

the elements’ number in the circumference) and c is  the defect’s 
circumferential  extent  

b                     defect’s depth (it was considered constant in this study) 

{ c
M⎡ ⎤⎣ ⎦ , c

K⎡ ⎤⎣ ⎦ }denote the mass and stiffness matrices of the coupling structure, respectively 

•inc, •ref, •tr   denote respectively the incident, reflected and transmitted wave amplitude  

        denotes the propagation constant where jke θλ −= (where 2 1j = − ) 

Appendices 

Appendix 1 
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Abstract. Recent progress in sensor technologies, signal processing and 
electronics made it possible to fulfil the need for the development of in-service 
structural health monitoring (SHM) systems. An experimental study of local 
damage materials using acoustic emission (AE) has been conducted to 
characterize the mechanic behavior of E-glass/epoxy unidirectional composites 
instrumented by piezoelectric implant. A series of specimens of composite 
laminates with and without embedded piezoelectric were tested in static loading 
while constantly monitoring the response by AE technique. The acoustic signals 
were analyzed by the classification multi-parameters method available on 
NOESIS (k-means) in order to identify the different damage and to follow the 
evolution of these various mechanisms for both types of materials (simple and 
instrumented). The results show that integration of the sensors presents advantages 
of the detection of the acoustic events and also show the presence of three types of 
damage during tests. Comparing embedded sensor to sensor mounted on the 
surface, the embedded sensor showed a much higher sensitivity. 

Keywords: Laminated Composite, Piezoelectric Implant, Tensile, Three Points 
Bending, Acoustic Emission, k-means.  

1 Introduction 

The increasing demands to improve the performance of aerospace and other 
engineering systems require a new class of materials/structures, such as smart, 
intelligent or adaptive materials/structures. These can be defined as the system that 
has built-in capability or with intrinsic sensors that perceive and process the 
operating environments, and take effective action to fulfill the intended mission. 
The future of smart structure/materials technology is very promising (Mall 2002). 
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It has been considerable interest in the use of piezoelectric materials in 
conjunction with the light-weight and high-strength/modulus polymeric laminated 
composites as one type of smart materials/structures. One class of piezoelectric 
materials is the lead zirconate-titanate (PZT) based ceramics. Its use in smart 
structures/materials has received a great deal of attention in the areas of vibration 
suppression/control, actuation and health/load monitoring (Mall 2002, Paget et al. 
2002, Monnier et al. 2000). The aim of the present study is to follow 
experimentally the temporary evolution of damage in unidirectional composite 
materials, implanted by piezoelectric sensors using acoustic emission (AE). 

1.1 Integrated Non Destructive Testing 

The integrated systems of measurement result generally from the Non Destructive 
Testing (NDT) traditional: for example, dynamic methods of propagation of 
ultrasonic waves (echography or transmission) or acoustic listening (Bois 2003). 
These techniques generally use piezoelectric accelerometers or transducers 
coupled on the faces of materials with silicon grease, which poses problems: the 
wave can be attenuated before reaching the material surface. For this reason,  
the piezoelectric sensor must be attached to material with a minimum of loss of 
the interface sensor-material. In order to cure the problems caused by the fact of 
placing the sensor on surface, researches are directed with the follow-up in-situ 
and in real time of the health of materials, by integrating the sensors within the 
tested material. To adapt the methods of traditional NDT to in-situ measurement, 
it is necessary to reduce the size of the sensors. At this end, we have used 
piezoelectric sensors having a disc form with diameters and thickness of 5-10 mm 
and 0.5-1 mm respectively.  

1.2 Acoustic Emission 

Acoustic Emission (AE) represents the generation of transient ultrasonic waves in 
a material. When the material is deformed and fissured spontaneously under the 
external stress action (mechanical, thermal, chemical, etc), an elastic wave is 
created. AE is a useful tool for non-destructive testing. According to standard 
ASTM, the acoustic emission is a phenomenon of creation of transitory elastic 
waves resulting from micro internal displacements in the material (El Guerjouma 
et al. 2001, Berbaoui et al. 2009). The waves created at different nature and 
various frequencies, are propagated in material and undergo possible 
modifications before reaching studied surface. The vibrations of surface, collected 
by a piezoelectric sensor, are amplified and treated to provide the signal of sound 
emission (Fig. 1). 
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      a)                                          (b) 

Fig. 1 a) Experimental setup of acoustic emission technique, b) Typical waveform and 
parameters calculated by the acquisition system for each acoustic emission event 

1.3 Multi-parametric Analysis 

The multi-parametric analysis of the characteristics extracted signals of AE is more 
used to separate and identify the various damage mechanisms. Many works (Nechad 
2004, Marec 2008), undertaken on model of unidirectional composite material, 
made it possible to identify three types of signals A, B, and C which correspond 
respectively to the matrix cracking, debondings in the fiber-matrix interface and 
fibers breakage. Their principal characteristics are gathered in table 1. 

Table 1 Characteristics of acoustic emission signals: A, B and C 

Damage 
mechanism 

Amplitude 
Rise 
time 

Duration  
of the 
signal 

Decrease 
of the 
signal 

Type of  
the signal 

Form of the signal 

Type A 
(matrix 
cracking ) 

~50-70 Means Means Slow Resonant 

 
Type B 
(debonding 
in fiber-
matrix 
interface) 

~55-80 Short Means Short Impulse 

 

Type C 
(fibers 
breakage) 

~70-100 Short Short Short Impulse 

 

2 Materials 

The materials used in this work are unidirectional GFRP composed of long glass 
fibers (density 300 g/m2) arranged in (0°) and resins epoxy of type SR1500/  
 

rise time 
amplitude

counts

threshold

time

duration
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SD2505. Composite panels were constructed using mixed preg/hand lay-up using 
vacuum bagging technique. The composite panels are elaborated with following 
proportion: fiber 50%, epoxy resin 50%. The various layers are laminated and 
impregnated at ambient temperature. The piezoelectric sensor was embedded 
during the manufacturing stage. It was placed within the plies on the neutral plane 
of the composite specimen. The specimens have been cut up with a diamond disk, 
from plates of 300x300 mm2. Table 2 gives the geometrical characteristics of the 
test- specimens studied as well as the conditions of tests. 

Table 2 Characteristics of laminate specimens and conditions of tests 

Test Tensile Three points bending   

Types of materials [0°]12 [0°]24 

Dimensions of 

specimens  
250 x 30 x 3 mm3 150 x 30 x 6 mm3 

Test conditions 
length of the part enters  the 

hydraulic bits of 150 Misters 

distance between supports  of 

120 mm 

3 Experimental Set-Up 

The composite specimens are subjected to various mechanical tests at ambient 
temperature in tensile and three points bending in static.  

                 

                (a)                                          (b) 

Fig. 2 Experimental set-up: a) tensile test (embedded sensor), b) three points bending test 
(sensor coupled to the surface of the specimen) 

Experimental tests were carried out on a standard hydraulic machine INSTRON 
8516 of ±100 kN capacity. The displacement can be measured using a linear 
displacement transducer (LVDT). Experimental set-up is shown in figure 2.Three 
specimens are tested for each material type in order to check the repeatability of 
the results. 
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3.1 Acquisition of AE Signals 

The acquisition of the acoustic emission signals is carried out using software AE 
Win (Euro Physical Acoustics). This system is gauged before each test using a 
procedure to generate sources of propagation of elastic waves simulating the AE. 
The signals of AE are detected by piezoelectric sensors, and then amplified using 
the preamplifier of 40 dB of profit located between the sensors and the numerical 
chart of acquisition. 

4 Experimental Results 

4.1 Tensile Static Tests 

Static tensile tests were performed under displacement control, in which laminates 
were loaded until failure, at a constant rate of 1 mm/min. Figure 3 gives the load-
displacement curves for three types of laminate specimens : S2 (without sensor), 
SCP (integrated with small sensor) and SCG (integrated with large sensor). 
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Fig. 3 Static tests: Load-displacement curves measured in tensile tests 

As it can be shown, the mechanical behavior of materials can be divided on 
three phases:  

• A first phase corresponding to the elastic part of material. 
• A second phase characterized by the initiation of damage and 

development of microscopic cracks within material. 
• A third phase corresponding to the propagation of cracks leading to the 

specimens rupture. 

Phase I 
Phase 
II

Phase 
III
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4.2 Three Points Bending Static Tests 

Static tests were performed in three points bending under displacement control, in 
which laminate specimens were loaded until failure, at a constant rate of 2 
mm/min.  

The load variation vs displacement of the simple and instrumented laminate, 
with different sensors is presented on figure 4. As can be shown, the mechanical 
behavior is linear until the fragile rupture of material. In addition, the integration 
of sensor within materials influences especially the fracture stress and the 
corresponding displacement, which decrease when increasing dimensions of 
sensors. We have also observed that the influence of thickness of sensors is more 
significant than that of the diameter.  
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Fig. 4 Static tests: Load-displacement curves measured in three points bending tests 

4.3 Identification of the Acoustic Signature for Damage  

The acoustic signals collected during tests were analyzed by the k-means 
classification method available on NOESIS. This analysis is achieved in order to 
identify the acoustic signals emitted by different damage, and to follow the 
evolution of these various mechanisms in two materials (simple and instrumented) 
during tests. 

Figure 5 shows the results of the classification of AE signals for two laminate 
specimens (S2) and (SCP) tested in tensile loading. We have observed only the 
presence of three types of damage: matrix cracking (signal A), fiber-matrix 
debonding (signal B) and fibers breaking (signal C). 

However, the chronology of appearance of the different damage mechanisms is 
shown in figure 6. The results show that the instrumented composite (SCP) 
presents the initiation and the evolution of matrix cracking and fiber-matrix 
interface in parallel (Fig 6-b). These damages are propagated then along fibers. 
The fibers breaking appear at the end of the test, and cause the failure of the 
materials.  
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                        (a):S2                                       (b):SCG 

Fig. 5 Amplitude-time of: a) simple laminate: (S2), b) instrumented laminate: (SCG) 

  
    (a):S2                                   (b):SCG 

Fig. 6 Chronology of appearance of the different damage mechanisms of: a) simple 
laminate: (S2), b) instrumented laminate: (SCG) 

5 Conclusion 

The integrity of the E-glass/epoxy laminate as well as of the embedded active PZT 
sensor and others coupled to the surface of the specimen under monotonic loads 
were investigated experimentally. Acoustic emission (AE) is used in order to study 
the effect of the insert of piezoelectric sensors in the material on the mechanical 
behavior. The results obtained in this analysis can be summarized as follow:  

- The mechanical behavior of simple and integrated materials shows no 
difference in the form but the integration of sensor influences the fracture 
stress of cracking and degrades the mechanical properties of material 
especially.  

- The integration of sensors supports the detection of initiation, the 
propagation and the accumulation of the microscopic defects.  

- The comparison of AE signals of both type of materials, shows that the shape 
of the signals remains identical for the similar phenomena.  
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Abstract. In this work, we study a turbulent two-phase free surface flow around 
an obstacle in unsteady regime. A dynamic study relating to the formation of  
coherent vortex structures enables us to determine the shape of the flow and to 
clarify its main characteristics (shear layer, recirculation and reattachment). We 
determine first the dynamic structure of the flow through a numerical approach us-
ing the computer code ANSYS Fluent (closure model is k-ε). In the second part 
we study the impact of these vortices on such configurations. A series of numeri-
cal simulations have been conducted to further verify the applicability of this 
model for wave simulations interaction with vortex structures of various shapes. 

Keywords: Turbulence, obstacle, free surface, wave-structure interaction, VOF. 

1 Introduction 

The wave-structure interaction (WSI) is one of the most important coastal and ocean 
engineering applications of free surface flow hydrodynamics. The physical under-
standings and robust numerical computations of the wave-structure interactions are 
crucial to assess the wave impact on structures as well as the structural responses to 
these wave attacks. In many numerical models, the wave-structure interaction prob-
lems can be solved by employing either a simultaneous solution or a partitioned so-
lution, and the solid structures are often discretized into a Lagrangian form  
(Lin 2007, Liu et al. 2013, Maruzewski et al. 2009, Shao 2009). Although it is antic-
ipated that the vortices generated around the submerged obstacle have only minor 
effects on the wave energy transmission (without wave breaking) and stability of the 
submerged obstacle, this localized rotational and dissipative vortices have a definite  
impact on the mixing process, sediment transport and scouring process. 

The 3D computation of wave-structure interaction based on Navier-Stokes 
equation (NSE) can be very expensive, considering the fact that the model needs 
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to resolve the free surface, the bottom topography, and the surface of a body. As a 
matter of fact, the simpler problem of 3D wave propagation over an uneven bot-
tom sometimes is challenging enough to a modeler if the domain size is too large. 
This was the reason that in the earlier age of wave simulation, the 3D model was 
developed in which the hydrostatic pressure is assumed and the total water depth 
is mapped into a σ-coordinate. For example, Casulli and Cheng 1992 presented a 
three-dimensional model. The model was used to simulate the flooding and drying 
of tidal waves. Such an approach has been adopted in many other ocean circula-
tion models. It is realized, however, that all the above approaches are only appli-
cable for relatively long waves or ocean currents for which the assumption of  
hydrostatic pressure is valid. 

Interactions between water waves and submerged marine structures are im-
portant in the solution of many coastal engineering problems. With rapid advances 
in computing technology, more researchers and engineers are using numerical 
simulations to better understand the fluid-structure interactions. However, it is dif-
ficult to study numerically complex free-surface evolutions and irregular bounda-
ries. The challenge is even higher if the structure is in motion (Shen and chan 
2008). 

Lin and Li 2002 made use of a σ-coordinate transformation to map a irregular 
physical domain to a computational domain of rectangular shape. Lin 2006 devel-
oped a three-dimensional (3D) multiple-layer σ-coordinate model to simulate  
surface wave interaction with various types of structures, including submerged, 
immersed, and floating structures. In general, such methodologies are capable of 
producing accurate predictions of free-surface displacements. A limitation, how-
ever, is the modeling of free surface of arbitrary configuration, such as in the case 
of wave breaking. Compared to the application of the coordinate transformation 
technique, it is still more convenient to carry out numerical simulations of wave-
structure interactions in a cartesian coordinate system. Due to the complexity in 
modeling a general irregular solid boundary, many studies were limited to simpler 
cases such as wave flows over a submerged rectangular obstacle (Chang et al. 
2001, Huang et al. 2001, Tang et al. 1998). 

Hur and Mizutani 2003 used a VOF-based model to simulate the interaction of 
waves and a permeable submerged breakwater and to estimate the wave force act-
ing on it. Hus et al. 2002 included the volume averaged equations for porous flows 
derived by Van Gent 1995 into the VOF-based model proposed by Lin and Liu 
1998, to study wave motions and turbulence flows in front of a composite break-
water. Comparisons of the numerical results and laboratory data showed a good 
agreement. Shen et al. 2004 used a VOF version of the SOLA-VOF code with a 
two-equation k-ε model to simulate the propagation of non-breaking waves over a 
submerged bar. Their simulated results showed a reasonable agreement with ex-
perimental data by Ohyama et al. 1995. 

Other numerical studies based on the VOF-based two-phase flow model for the 
simulation of water wave motions have been reported. Hieu and Tanimoto 2002 
developed a VOF-based two-phase flow model to study wave transmission over a 
submerged obstacle. Karim et al. 2003 developed a VOF-based two-phase flow 
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model for wave-interactions with porous structures and studied the hydraulic  
performance of a rectangle porous structure against non-breaking waves. Their 
numerical results surely showed good agreements with experimental data. Hieu  
et al. 2004 simulated breaking waves in a surf zone using a VOF-based two-phase 
flow model. Their numerical results were compared with experimental data pro-
vided by Ting and Kirby 1994 for the spilling breaker on a sloping bottom. Their 
results agreed well with the experimental data. However, the wave motion in po-
rous media and the non-reflective wave source method were not included in the 
model by Hieu et al. 2004. 

The objective of the present study is to develop a volume of fluid (VOF) based 
two-phase flow model and to discuss the applicability of this model to the simula-
tion of wave-structure interactions. The numerical VOF based two-phase flow 
model has been developed and applied to the simulations of wave interactions 
with a submerged obstacle. Numerical results are then exploited to verify the ap-
plicability of the numerical model to the simulations of complex interactions of 
waves and permeable vortex structures, including the effects of wave breaking. It 
is concluded that the two-phase flow model with the aid of the advanced VOF 
technique can provide with acceptably numerical results. 

2 Mathematical Formulation 

2.1 Assumptions 

We considered a two-phase free surface flows in the turbulent regime, the surface 
tension effect are also taken into account. The considered two fluids are air and 
water, which have been assumed Newtonian and immiscible. 

 

Fig. 1 Computational domain geometry 
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We select a portion of an urban sewerage network of Monastir in order to show 
the real condition of a water flow interaction. The domain was a rectangular 10 m 
long channel with a width of 1.8 m and maximum depth of 1.25 m. The water  
level was 0.35 m (Fig. 1). The rectangular obstacle has been placed at distance 
xobst = 2.5 m from the channel inlet with a height of 0.25 m and a thickness of 0.15 m. 

2.2 Governing Equations 

The Reynolds-averaged Navier-Stokes equations are computationally solved, for 
an unsteady and incompressible turbulent fluid. The mass (1) and the momentum 
(2) conservation equations are presented in the Cartesian coordinates system as 
follow: 

U
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∂
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∂
i

ix                                  
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Where ' 'u ui k is the Reynolds stresses and i, k = 1, 2, 3 refer to x, y and z respec-

tively. Ui is the mean velocity and xi is the coordinate in the i direction. 
The turbulence model that was used for the calculations is the k-ε model. It is 

considered one of the most efficient model, and this because it is essentially a 
model that assumes the existence of non-isotropic turbulence. 

The multiphase model used in this work is the Volume Of Fluid model (VOF). 
It allows locating the interface between two different media fields. It is applicable 
to immiscible fluids (water, air) when there is no interpenetration between them. 

2.3 Boundary Conditions 

A water velocity of 5m/s and a superficial air velocity of 1m/s were chosen for the 
CFD calculations. The model inlet was divided into two parts: in the lower 50% of 
the inlet cross section, water was injected and in the upper 50% air (Fig. 2). 

Both phases have been treated as isothermal and incompressible at 25°C and at 
a reference pressure of 1 bar. A hydrostatic pressure was assumed for the liquid 
phase.  

At the inlet, the turbulence properties were equivalent to a turbulence intensity 
of 5% (Chang et al. 2001) in both phases. The inner surface of the channel walls 
has been defined as hydraulically smooth with a non-slip boundary condition  
applied to both gaseous and liquid phases. The channel outlet was modeled with a 
pressure outlet boundary condition. 
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Fig. 2 Domain geometry with boundary conditions 

3 Numerical Method 

Numerical computations were carried out using ANSYS Fluent which is based on 
the finite volume approach. 

The discretized equations, along with the initial and boundary conditions, were 
solved using the segregated solution method. Using the segregated solver, the  
governing equations were solved sequentially. 

In order to improve accuracy, the second order upwind scheme was used. The 
SIMPLE method was used to calculate the pressure–velocity coupling. It uses a 
relationship between velocity and pressure corrections to enforce mass conserva-
tion and obtain the pressure field. The maximum residual of all variables was 10−3 
in the converged solution. 

The mesh was periodically refined and the computation was repeated until the 
variation in results was adequate. It was found, that the optimal number of grid 
points is approximately 150 000. 

4 Results and Discussion 

4.1 Dynamic Study of the Flow Structure around an Obstacle 

To see how the wave height varies as a solitary wave passes over an obstacle, Fig-
ure 3 shows the maximum value of the water elevation at different times in the 
channel. In this figure, the rectangle indicates the location of the obstacle. The rise 
of the wave height near the leading edge of the obstacle can be explained as due to 
the shallow effect. Consequently, the wave height decreases slightly as part of the 
wave is positively reflected due to the energy dissipation caused by the wave and 
structure interaction and reaches a minimum value at the trailing edge. After-
wards, the wave height increases a little, as the negatively reflected wave is gener-
ated. The positively and negatively reflected waves can be seen in this figure with 
a longer distance between them. This result is proved by Huang et al. 2003. 

Fig. 3 also shows that as the waves propagate over the obstacle, higher harmon-
ics are generated due to the nonlinear effect. Hence, they are gradually detached 
from the main crest, as it can be seen. As the waves propagate into the deep  
water region, the wave non-linearity becomes so weak that the bound waves are  
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Fig. 3 Water volume fraction contours in presence of a rectangular obstacle at different 
times in the channel 

 

Fig. 4 Velocity vectors at t = 15s 

substantially reduced and a large amount of energy is transformed from the bound 
waves into the free waves (Huang and Dong 2001). 

By analyzing the flow through the Fig. 4, we can identify four vortex structure, 
the first one is upstream the obstacle characterized by low intensity, a second  
one is just above the obstacle with a small size but without reattachment as it was 
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confirmed by Bouteraa et al. 2002. The mixing layer formed downstream of the 
obstacle, shows the existence of two counter-rotating vortices type Kelvin-Helmotz, 
one small size trapped between the wall and the ground and other of larger size. 

In the same figure which shows the velocity vectors, we observe that the de-
tachment of the shear layer causing the appearance of a vortex. It is interesting to 
note the tendency to the organization into elongated structures. The wake structure 
downstream of the obstacle reveals a driveway swirling consisting of counter-
rotating structures, in accordance with existing experimental and numerical results 
of Bouterra et al. 2002. These lines circumvent the obstacle and espouse its geom-
etry by restricting three characteristic zones of the flow: stagnation, separation and 
recirculation. 

The stagnation zone upstream of the obstacle is low intensity. The separation 
zone above the obstacle with a small thickness is dominated by strong shear pre-
sent without gluing as was observed by Zhang 1991. The mixture layer formed 
downstream of the obstacle, is characterized by two counter rotating vortex struc-
ture. The first, small size is trapped between the wall and soil. The second struc-
ture, of elongated shape, and is larger behind the wall. These results confirm the 
experimental work of Eaton and Johnston 1980. 

4.2 Flow Disturbed by the Presence of Two Obstacles 

In the case of the presence of two obstacles, Fig. 5 shows the existence of four re-
gimes based on the size of the obstacles and the distance between them. When the  

 

 

Fig. 5 Structure of the flow behind two obstacles at t= 15s 
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obstacles are well spaced from each other, the flow is like a succession of identical 
structures around obstacles isolated and the wakes are disturbed. The flow down-
stream of an obstacle is reinforced by a deflection at the upstream side of the ob-
stacle adjacent, so the flow will close and a recirculation zone is established at 
spacing identical to the other. This result is confirmed by Abderrahmane 2012. 

5 Conclusion 

In this work, we study the dynamic of the flow field around an obstacle. We note 
that the formation of coherent structures provides information about the pace of 
the flow and specify its principal features (shear layer, recirculation and reattach-
ment). The aim of this study is to understand the fundamental mechanisms which 
govern the flow. 

Note also from this paper, due to the nonlinear effect, the wave height above 
the obstacle increases continually which may eventually result in wave breaking. 
The presence of these instabilities provides a new perspective in the description of 
turbulent flows. 
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Abstract. This paper treats the complex and very interesting “round jet in uniform 
counterflow stream” configuration which is known to enhance mixing and disper-
sion efficiency owing to flow reversal. The complexity of the problem originates 
from the interaction occurring between the jet and the counterflow. The interest of 
this configuration is essentially due to its presence in various applications (disposal 
of wastewater into seas or rivers, premixing fuel in aircraft engines, combustion, 
etc...) and in more than a field (industrial, environmental, chemical engineering, 
etc...). For the matter, a computational study of a turbulent circular jet discharging 
into a uniform counterflow is conducted in order to investigate the characteristics of 
the mean velocity field of the jet fluid. The investigation is carried out for three dif-
ferent cases of jet-to-current velocity ratios; low, median and high velocity ratios. 
The Reynolds Stress Model (RSM) is used in the comparison with available experi-
mental measurements. The decay of the centerline velocity and the dynamic  
proprieties of the flow together with radial profiles of axial velocity are computa-
tionally analyzed in this paper.   

Keywords: counterflow stream, jet, penetration, velocity. 

1 Introduction 

Round jets have been widely studied due to their important application in industry. 
Many configurations of round jet were encountered in literature as free jet, co-
flow jet, counterflowing jet and cross flow jet. Few investigations have been con-
cerned in the counterflow configuration owing to the intense instability observed 
upon interaction between the mean jet flow and the secondary flow. In this paper, 
we are focusing on round turbulent jet in uniform counterflow stream which is 
known to enhance mixing and dispersion efficiency due to the reverse flow phe-
nomenon (Lam and Chan 1995, Lam and Chan 1997 and Chan and Lam 1998). 
This type of flow configuration is a typical application in environmental engineering 
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such as the disposal of wastewater into seas or rivers (Lam and Chan 1995 and Lam 
and Chan 1997). 

A jet flow discharging from the nozzle exit penetrates into a counterflow for a 
longitudinal distance, called penetration length Lp. This scale is the axial distance 
from the jet exit to the mean stagnation point (Yoda and Fiedler 1996). The jet 
spreads radially before it is entrained by the counterflow stream and convected 
backward, contributing to the creation of the stagnation stream surface which is 
the boundary between the forward flow and the backward flow passing through 
the stagnation point (Beltaos and Rajaratnam 1973, Yoda and Fiedler 1996 and 
Bernero 2000). Along the penetration distance, the velocity of the jet flow drops 
gradually up to the stagnation point. The rate of the centerline decay depends on 
the jet-to-counterflow velocity ratio 0jR U U= (Chan 1999), where Uj is the exit 

velocity of the jet and U0 is the velocity of the counter-current flow, and it is 
found that the normalized penetration length is proportional to the velocity ratio 
(Arendt et al.1956) through a constant value of 2.4 or 2.7, proposed by Rajaratnam 
1976, and 2.8 as suggested by Yoda and Fiedler 1996. 

As well as the downstream axial penetration, the centerline velocity and/or 
concentration decay were investigated in many researches. Beltaos and 
Rajaratnam 1973 showed that the centerline velocity presents an hyperbolic decay 
with a constant of 5.83, for / 0.7≤px L . In the same issue, Yoda and Fiedler 1996 

demonstrated, from their experiments, that the centerline concentration decreases 
linearly with the inverse of the downstream axial distance with a constant equals 
to 4. Comparing with constant values of 6.3 (Rajaratnam 1976) and 5.4 (Dahm 
and Dimotakis 1990) for centerline velocity and concentration decay respectively, 
determined for jets in stagnant ambient, it is found that jet issuing in a counterflow 
ambient decays more rapidly than a jet in quiescent fluid. 

The structure, the concentration field and the dilution behavior of 
counterflowing jet were studied using planar laser induced fluorescence (PLIF) 
technique (Yoda and Fiedler 1996, Chan and Lam 1999, Tsunoda and Saruta 
2003, Tsunoda and Takei 2006 and Torres et al. 2012) at various jet-to-
counterflow velocity ratios. Whereas, the laser Doppler anemometry (LDA) tech-
nique (Yoda and Fiedler 1996, Lam and Chan 1995, 1997 and 2002, Chan et al. 
1998) and the particle imaging velocimetry (PIV) technique (Bernero and Fiedler 
1999 and 2000, Tsunoda and Saruta 2003, Tsunoda and Takei 2006) were used to 
investigate the characteristics of the velocity field.  

Numerical study of a turbulent circular jet issuing into a uniform counterflow 
stream is conducted in this paper. Three different cases of jet-to-current velocity 
ratios; low (R=1.3), median (R=10) and high (R=20) velocity ratios are used to in-
vestigate the characteristics of the velocity field. The Reynolds Stress Model 
(RSM) is used for comparison with available experimental data. The centerline ve-
locity decay and radial profiles of axial velocity together with penetration length 
and jet width, which are used as length scales, are computationally analyzed. 
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2 Numerical Simulation 

2.1 Governing Equations 

The Reynolds-averaged Navier-Stokes equations are computationally solved, for a 
steady and incompressible turbulent fluid. The mass (1) and the momentum (2) con-
servation equations are presented in the Cartesian coordinates system as follow: 
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where ' 'u ui k is the Reynolds stresses and i, k = 1, 2, 3 refer to x, y and z respec-

tively. Ui is the mean velocity and xi is the coordinate in the i direction.  
For the closure of this system of equations the second order turbulence model; 

Reynolds Stress Model (RSM) (Wilcox 2006) is used for all computations. 

2.2 Configuration and Boundary Conditions 

The counterflowing situation consisted of a circular water jet with a diameter D, 
emerging in a uniform counterflow water stream and placed at mid-depth. The veloci-
ty of the jet exit was Uj and the velocity of the opposite current was U0. The dimen-
sion of the flow configuration was about 75D × 30D × 40D as illustrated in Fig. 1.  

Boundary conditions are imposed on the nozzle exit of the jet (x = 0) and on the 
counter-current inlet (x = 75D). Numerical simulations are performed with the 
CFD software ANSYS FLUENT, for three jet-to-counterflow velocity ratios;  
R = 1.3, 10 and 20.  

 

Fig. 1 Flow configuration 
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3 Results and Discussion 

3.1 Computational Validation 

The variation of the normalized centerline velocity of the jet ( c jU U ) is presented, 

along the downstream axial distance, in Fig. 2. The results of numerical simulation 
are compared with experimental data of Chan et al. 1998 for three jet -to-current  
velocity ratios; low (R=1.3), median (R=10) and high (R=20) velocity ratios.  

 

Fig. 2 Centerline velocity decay for low, median and high velocity ratios 

This figure shows that the RSM turbulence model predicts quite well the physi-
cal velocity decay for the different velocity ratios. It is also shown that the veloci-
ty decay along the centerline axis increases as the velocity ratio decreases. The  
decay curves of the centerline velocity indicate the different flowfield regions. In-
deed, the region immediately downstream of the jet exit, known as the potential 
core region, is characterized by a constant axial velocity and its length depends on 
the velocity ratio. The next region is the zone of established flow (Yoda and 
Fiedler 1996) outlined by a drop of jet centerline velocity while moving downstream.  
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3.2 Penetration Length 

As previously defined, the penetration length (denoted Lp) can be determined from 
the centerline velocity decay as the axial distance corresponding to the zero ve-
locity Uc. Fig. 3 presents values of the penetration length against velocity ratios, 
obtained by the present numerical simulation as well as Chan et al. (1998) and 
Morgan et al. (1976) experiments. Linear relationships suggested by Rajaratnam 
(1976) ( / 2.4pL D R= and / 2.7pL D R= ) are also presented in Fig. 3.  

 

Fig. 3 Normalized penetration length against velocity ratios 

It is clear that the penetration length increases with the velocity ratio (Yoda and 
Fiedler 1996). For the low and the median velocity ratios, the penetration distanc-
es numerically determined are in good agreement with experimental ones and it is 
found that the linearity between the penetration length and the jet-to-counterflow 
velocity ratio is verified. The constant of linearity is found to fall between 2.4 and 
2.7 as suggested by Rajaratnam (1976). For low R, data is quite far from linearity 
due to the coexisting of the stable and unstable flow case, as reported by König 
and Fiedler (1991) and Yoda and Fiedler (1996). Large discrepancy appears for 
Chan et al. (1998) penetration length and both Morgan et al. (1976) and predicted 
values for the weaker counterflow (R=20). The departure from linearity can be 
explained by the confinement effect of walls as verified by Morgan et al. (1976). 
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3.3 Velocity Field 

To analyze the behavior of counterflowing jets under different counter-current 
strength, axial velocity vectors are shown in Fig. 4 at low, median and high veloci-
ty ratios. The jet flow penetrates horizontally over some distances (Lp) into the 
counterflow stream and then is bent backwards. It is also seen in Fig. 4 the radial  
 

 

Fig. 4 Velocity vectors and dividing streamlines for low (a), median (b) and high (c) veloci-
ty ratios 
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spreading of the jet fluid to merge into the opposing flow and the counterflow de-
viation around the jet envelope, producing the dividing streamline. Downstream 
closed curves illustrate dividing lines between the jet flow and the backward am-
bient flow, at the three velocity ratios. The dividing streamline extends gradually 
from the jet edge up to a maximum width and then contracts more rapidly to con-
verge at the penetration length.  

Comparing different ranges of velocity ratios, it is found that the radial extent 
of the jet as well as the penetration length is larger when the velocity ratio is high-
er. This can indicate that more the main flow is weaker, the jet and the 
counterflow mixing occurs further downstream.  

3.4 Radial Distribution of the Velocity 

Fig. 5 displayed the variation of the normalized axial velocity (U/Uj) along the ra-
dial direction at various x positions, for R = 10 and R = 20. These curves exhibit a 
Gaussian aspect quasi symmetric relative to the jet axis. Radial velocity profiles 
are characterized by a drop of the maximum value of longitudinal velocity U, go-
ing from x/D = 6 to x/D = 21 (x/D = 24 for R = 20). Besides, these profiles present 
a continuous broadening while moving away from the jet exit, attaining the veloci-
ty of the counter-current (U0) far from the jet axis, as it is observed at velocity 
vectors and dividing lines in Fig. 4. More the streamwise position is deeper in the 
couterflow, more the radial distribution is flat to join the counterflow velocity. 

 

 

Fig. 5 Radial variation of the normalized longitudinal velocity at different axial positions; 
(a) R=10 and (b) R=20 
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In order to verify self-similarity, radial velocity profiles normalized with cen-
terline excess velocity and jet width are plotted in Fig. 6, at the median and the 
high velocity ratios. The jet width b is defined as the radial distance at which the 
local excess velocity (U+U0) equals to 1/e the centerline excess velocity (Uc+U0) 
(Lam and Chan 1997). The Gaussian distribution is also plotted in this figure for 
comparison. 

It is clear from Fig. 6 that the present computational data are well fallen onto 
the Gaussian curve at the 1 / 1y b− < <  zone, as in the case of a free jet. While at 

the radial edges of the flow ( / 1y b < − and / 1y b > ), radial profiles do not col-

lapse to a single curve and lie above the Gaussian distribution. This leads to con-
clude that in the external region the dimensionless velocity profiles are not  
self-similar and self-similarity is limited to the inner jet region ( 1 / 1y b− < < ), as  

reported by Yoda and Fiedler (1996) and Chan (1999).  

 
Fig. 6 Similarity of the radial profiles of the axial velocity; (a) R=10 and (b) R=20 

4 Conclusion 

A numerical simulation was performed to investigate the dynamical aspect of a 
turbulent round jet emerging in a uniform counterflow stream. These  results are 
compared with  experimental data deduced from the literature. 

Axial and radial spreading of counterflowing jet are studied by means of nu-
merical tools, at low, median and high ranges of jet-to-current velocity ratios and 
the locus of zero-axial velocity which marks the dividing streamline is presented 
for various velocity ratios. 

The axial development of the jet can be described by the profile of the  
U-velocity along the centerline and it is found that the centerline velocity decreases 
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more rapidly as the main opposing flow is stronger. While the penetration length 
rises as the velocity ratio increases. 

The continuous broadening of the radial distribution of axial velocity shows 
that the extent of the jet in counterflow is enhanced while moving in the forward 
jet direction. On the other hand, it is seen that a jet emerging in counterflow 
stream never reaches true self-similarity and normalized velocity profiles collapse 
into a single curve only in the inner region of the jet. 
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Abstract. A dynamic study of the mean flow behavior of a three-dimensional tur-
bulent offset jet issuing into a quiescent ambient is presented. The flow is charac-
terized by a longitudinal variation of curvature, skewed impingement onto a flat 
surface, a recirculating region, and the development of a wall jet region. A numer-
ical simulation is used, by means of the finite volume method with the second or-
der turbulent closure model: the Reynolds stress Model (RSM), to investigate the 
influence of certain parameters such as jet discharge height and the geometric 
nozzle. Flow structure is described in the preimpingement, recirculation and im-
pingement regions. Interdependence is shown among the offset height (h) and the 
geometric nozzle (plane jet and circular jet). The obtained results are presented in 
terms of the jet dimensionless velocity distribution, maximum velocity decay and 
vectors velocity of the flow. The jet decay is presented. The recirculation region is 
fed by a relatively strong backflow for the reported high offset height and it is 
shown that the reattachment point depends strongly with the jet form and the  
offset height.  

1 Introduction 

A jet that is discharged into the quiescent surroundings or a moving stream  
(co-flowing) above a plane wall parallel to the jet axis with a certain distance is 
designated as an offset jet. There are many situation in which flows of an offset 
jets have attracted extensive research attention mainly due to their important and 
diverse practical and theoretical applications. Some of these applications include: 
flow separation control, where offset jets are mixed with the ambient flow to pro-
vide additional momentum to a boundary layer at the verge of separation; film-
cooling technology in which this types of flow are used to improve the thermal 
performances of gas turbines; evaporation enhancement such as in automobile de-
frosters; air distribution in enclosed environments; thrust-augmenting ejectors for 
vertical/short takeoff and landing aircrafts (designated by V/STOL); effluent dis-
posal into water bodies such as in marine tailings; and predicting the nature of air-
craft exhausts and the loading effects of aircraft exhausts on ground structures. 
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The flow field of an offset jet is complex and is described in different regions. 
Indeed, during its evolution, entrainment of ambient fluid bounded by the jet, the 
offset wall and the horizontal wall creates a low pressure zone causing the jet to 
deflect towards the wall and eventually attaches to it at the impingement point. 
This is called the ‘coanda effect’. After reattachment, part of the inner shear layer 
fluid is deflected upstream from the attachment point into the recirculation zone 
by an adverse pressure gradient. Downstream from the attachment point, in the at-
tachment region, the flow is subjected to the effects of stabilizing curvature, ad-
verse pressure gradient and the strong interaction with boundary layer at the offset 
wall. Far downstream from the nozzle plate, in the wall jet region, the flow  
remains attached to the wall and evolves downstream to resemble a wall jet flow. 

A detailed literature study shows that most of the previous studies are concen-
trated on two dimensional (2D) offset jets such as Bourque and Newman [1], 
Sawyer [2], Hoch an Jiji [3], Pelfrey and Liburdy [4], Holland and Liburdy [5] and 
Nasr and Lai [6], etc. for instance, early investigations of Bourque and Newman 
[1] and Sawyer [2] had assumed the measurements of static pressure distributions 
within the recirculation zone, mean velocities and some turbulence characteristics 
using hotwires and Pitot tubes. 

A turbulent plane offset jet with small offset ratio of 2.125 discharged into a 
quiescent medium has been experimentally studied by Nasr and Lai [6]. Mean ve-
locities, turbulence intensities; static pressure and Reynolds shear stress have been 
investigated using a non-intrusive two-component laser Doppler anemometry. 

Three-dimensional (3D) offset jets have not received the attention that their 2D 
counterparts. In the very few studies on 3D offset jets found in the open literature, 
the investigation of Davis and Winarto [7], Nozaki and al. [8] and the recent study 
of Agelin and Tachie [9]. This investigation discharges into a quiescent medium. 

Recently, Agelin and Tachie [9] have studied the effects of offset height and 
Reynolds number on the structure of a turbulent offset jet using the particle image 
velocimetry (PIV) technique. The authors have reported that in the early region of 
flow development clearly show significant influences of Reynolds number and 
offset distances on the decay of maximum mean velocity and growth of the shear 
layer. On the contrary, downstream of the jet exit, the decay and spread rates were 
found to be nearly independent of offset height. 

This work is devoted to the influence of the exit nozzle configuration on the 
evolution of dynamic characteristics of the jet flow: two nozzle configurations, 
rectangular and circular, are tested. The effects of the offset height on the structure 
of a turbulent 3D offset jet are also analyzed. 

2 Numerical Simulation 

The flow is assumed to be steady, incompressible, turbulent and three-
dimensional. An air jet from a nozzle with an ejection velocity u0 is subjected to 
quiescent medium. The jet is discharged from a vertical wall offset by a height h 
above the horizontal wall. To simulate the different flows and scale the different 
features, the geometry and the coordinate system used is shown on figure 1.  
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Fig. 1 geometry and coordinate system of the offset jet among the whole domain 

Under the above assumptions, the averaged equations describing the behavior 
of the offset jet flow can be written as: 
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where ' 'u ui k is the Reynolds stresses and i, k = 1, 2, 3 refer to x, y and z respec-

tively. Ui is the mean velocity and xi is the coordinate in the i direction. The  
resolution of these equations requires a turbulent closure model able to well char-
acterize the fluctuating functions. The RSM turbulence closure (Wilcox 2006) 
[10] model was chosen for the matter due to its ability to efficiently reproduce the 
slightest variation and compute the destruction of turbulence kinetic energy.  

3 Results and Discussion 

In order to reveal some of the qualitative features of the flow in the near field, the 
contours of the mean velocities in the symmetry plane for an offset height h=0.5m 
are shown in figure 2. The jet discharges into a quiescent medium from an exit. 
Two configurations are treated: a circular nozzle (d=0.03m) and a rectangular 
nozzle (L=0.12m and Ɩ=0.006m). The ejection velocity was 2m.s-1. There are three 
regions in the flow field: the first region shown the reverse flow region, which  
extends from the jet exit to the reattachment point (xr); the second region present-
ed the attachment region, which stretches from xr to the beginning of the wall jet 
region; and third region was the wall jet region, where the jet develops the  
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characteristics of a generic wall jet. This figure show that the dividing streamline 
in flow is slightly curved in the first half of the separated region but curves more 
sharply close to the reattachment point. At reattachment, some of the fluid in the 
shear layer is deflected upstream by strong adverse pressure gradient into the re-
verse flow. We mark that for circular nozzle, the mean velocities show a maxi-
mum values along the centerline of the jet exit extended to x=4d. However for a 
rectangular nozzle, the contours of the mean velocities indicated a maximum  
values until x=1.3d. 
 

  
 
 

Fig. 2 Contours of the mean velocities U for an offset height h=0.5m (a) circular nozzle,  
(b) rectangular nozzle 

Figures 3 and 4 presented the mean longitudinal velocity vectors for different 
configuration exit (circular and rectangular) and different offset height (h=0.2m 
and h=0.5m). An asymmetric pressure gradient takes place between the jet and the 
vertical wall thus deflecting the jet towards the horizontal wall. In both configura-
tions, the jet is clearly moving towards the horizontal wall generating, upstream of 
the reattachment point, a large recirculation region between the jet and the walls 
(vertical and horizontal), whereas the flow reattaches to the horizontal wall down-
stream the impact point. The reduced pressure in the recirculation region is created 
by the big vortex and the air entrainment into the jet flow. One of the characteris-
tics of the shear layer is the reattachment length, xr. This was estimated as the dis-
tance from the exit to the location attachment point. Figure 3 shows the vectors of 
mean velocities u for circular and rectangular nozzle (the same rate Qv=1.4.10-3 
m3s-1) for an offset height h=0.5m. It is observed that the reattachment length is 
nearly dependent of the diffuser (exit jet) geometry. The attachment points are 
xi=0.73m and xi=0.63m for a jet discharge from circular and rectangular nozzle re-
spectively. In figure 4 we represent the overall average fields for two offset height 
h=0.2m and h=0.5m for a rectangular nozzle. This figure shows that the global 
mean flow configuration is governed mainly by the offset height, where extension 
defines the recirculation zone dimension. The reattachment lengths are xr=0.33m 
and 0.38m for h=0.2m and 0.5m, respectively, clearly indicating that the reattach-
ment length is increased when the offset height is increased. Downstream the  
recirculation zone, the jet begins to become more like a wall jet flow. 

(a) (b) 
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Fig. 3 Mean longitudinal velocities vectors U for an offset height h=0.5m (a) circular  
nozzle, (b) rectangular nozzle 

    
 

 

Fig. 4 Mean longitudinal velocities vectors U for a rectangular nozzle (a) offset height 
h=0.2m, (b) offset height h=0.5m 

In order to focus on flow development in the impingement zone, the normalized 
velocity profiles (u/um) along the normalized vertical coordinate (x/d) for an offset 
height h=0.2m and 0.5m are plotted in figure 5. The results indicate that the wall 
jet location (beginning of the third region) depends linearly on the offset heights. 
This figure shows that the offset jet reattaches the horizontal wall at a distance 
xr=0.33 for h = 0.2 m and xr = 0.38 for h= 0.5 m, the reattachment point is defined 
as the location where the mean streamlines reattach to the wall. This is indicated 
that the maximum streamwise velocity of the reverse flow (Ur) was large for a 
higher offset height. The relatively large backward flow velocity would imply a 
large loss of jet momentum that is required to drive the recirculation region. The 
relatively lower reverse flow velocity is due to the retarding effect of the horizon-
tal wall on the recirculation region. This figure also indicates that for small offset 
height, the size of recirculation region is decreased. Consequently the standing 
vortex was found to be very small compared to the higher offset height. The pres-
ence of the negative longitudinal velocity at x=0.3m for the offset height  
h=0.2m, show that this position was in the recirculation region. The same reason-
ing to the case of offset height h=0.5m, the presence of the important negative  
velocity peak at the position x=0.33m show that this position was defined in the 
recirculation region. 

 

(b) (a) 

(b) (a) 
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Fig. 5 The effect of the jet discharge height on velocity development along the symmetry 
plane for different offset height 

Decay of the mean streamwise velocity um /uj along the jet centerline of an off-
set jet is plotted in Figure 6. The results in the flow development clearly show  
significant effects of offset height on the decay of maximum mean velocity. The 
decay of the maximum velocity as function of the normalized distance x/dh (dh is 
the hydraulic diameter) is caused by the presence of the horizontal wall. The decay 
of um /uj is more rapid for a larger offset height h. This result can be attributed to  
the upstream effects of the recirculation zone. As the jet impinges on the horizon-
tal wall (the bottom wall), the pressure of the jet increases. Consequently, the  
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longitudinal velocity decays rapidly. After the reattachment, the high pressure 
causes the (attached) wall jet to accelerate. As the pressure relaxes to the ambient 
pressure, the maximum longitudinal velocity of the wall jet starts to decay. 
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Fig. 6 The effect of the jet discharge height on maximum velocity decay 

The velocity distributions of offset jet produced from different geometric noz-
zle (circular and rectangular) are presented in Figure 7. As shown, the velocity 
profiles for the circular and rectangular jet are relatively similar. They have a 
Gaussian shape. This figure also illustrate, that for both configuration the velocity 
profiles adopt a peak relative to the axis of the nozzle exit (y=0.5m) and this peak 
is very large for the circular nozzle. In the near field (x=0.05m), the velocity pro-
files show a maximum values. In this region, the jet behaves as a free jet. The  
profiles, at the level of jet exhaust, are symmetrical. When we advance in  
the streamwise direction, the values of longitudinal velocity decreased indicating 
the deviation of the jet towards the wall. Downstream the nozzle exit, the profiles 
indicate negative values in the vicinity of the horizontal wall for different longitu-
dinal locations (x=0.1m, 0.2m and 0.3m). This latter indicates the presence of the 
recirculation region (this region characterized by the presence of vortices).  
For plane jet the recirculation zone appears at x=0.1m whereas for circular jet, the 
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recirculation zone begins at x=0.3m. For the longitudinal coordinate x =0.3m, the 
circular jet is not deflected yet while the jet plane presents a curvature and a  
dissymmetry in the profile. 
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Fig. 7 The effect of nozzle geometry on the longitudinal velocity developments along the 
symmetry plane for an offset height h=0.5m 

4 Conclusion 

In the present study, a numerical simulation has been done to investigate the flow 
behavior of three-dimensional turbulent offset jet. The results of this work provide 
a detailed description of the mean flow characteristics primarily in the recirculat-
ing and impingement regions. Some discussion is provided on the effects of offset 
height and geometric nozzle on parameters such as the curvature strain rate,  
impingement point and the generated flow pattern. The results show that the  
flow development is strongly dependent on offset height and diffuser geometry.  
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The flow development is delayed with increasing offset heights. The decay rate 
increased with the offset heights. The results also noticed that the reattachment 
length increased linearly with offset height but is also dependent of geometric dif-
fuser. The decay and spread rates were found to be nearly independent of offset 
height at larger downstream distances. For circular nozzle, the jet is transported in-
to the recirculation region, resulting in a faster decay of the maximum velocity and 
a shorter reattachment length. 

Nomenclature 

h       Offset height (m) 
d         Jet nozzle diameter (m) 
w         Jet nozzle width (m) 
dh          hydraulic diameter (m) 
P          Mean pressure (pa) 
UiUj          Mean velocity components along the i and j directions 

U, V, W   Mean velocity components along x, y, and z directions (m/s) 
Um       Maximum mean velocity (m/s) 
x, y, z     Cartesian Coordinates (m) 
0         Exit section of the jet 
¯          Reynolds average 
‘          Fluctuation 
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Abstract. The current study attempt to examine and investigate the flow field of a 
plane air jet impinging normally on a flat surface. In order to understand the de-
velopment of the flow generated from a rectangle turbulent jet impinging a flat 
plate, a detailed dynamic and turbulent simulation is presented. The plate is ap-
propriately larger than the nozzle exit diameter. The ground plate can be moved 
vertically in order to simulate the height ratio h/e=28. Another aim of this study is 
to explore the effect of the Reynolds number (Re=1000, 2000, 3000) on the flow 
structure. A Computational Fluid Dynamics study is performed using the Reyn-
olds-averaged Navier–Stokes equations by means of the RSM (Reynolds Stress 
Model) second order turbulent closure model. The results include mean and turbu-
lent velocities and quantify the large effects of flow distortion on the turbulent 
structure of complex, three-dimensional impingement flow. 

Keywords: Impinging jet, Reynolds number, velocity field, RSM model.  

1 Introduction 

Impinging jet flow is of great interest in a number of industrial applications be-
cause it is utilized more often to heat, cool or dry materials. Besides, the impact of 
the air system is used in other applications such as paper drying, cooling of elec-
tronics and shaping glass. This feature has led many researchers to explore the be-
havior of impinging jets. The aim of the research is to examine the heat and mass 
transfer (rather than the fluid dynamic), and they propose to examine the effect of 
Reynolds number, distance between the nozzle, the impinging plate. Impinging 
jets have been the subject of extensive experimental review summarized in many 
studies. In particular, Perry (1978) has shown that due to the shear layer instability 
of Kelvin–Helmholtz type present in plane impinging jets, a pair of spanwise roll-
ers originates from the shear layers just downstream of the inlet plane. The identi-
fication of the physical mechanisms responsible for this phenomenon is extremely 
difficult, since measurement techniques cannot provide the evolution of the instan-
taneous fields in all space simultaneously. However, an understanding on heat 
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transfer in the impinging region is of considerable importance. According to the 
experiments of Sutera et al. (1963), the highest heat transfer rate in the impinging 
region is caused by counter-rotating vortex ribs along the impinging wall. 
Yokobori et al. (1983) describe clearly the evolvement of the flow structure in-
cluding the forming, developing, moving, pairing and merging of the overall 
large-scaled eddies along the impinging wall and through the symmetry plane. 
Counter-rotating streamwise vortex pairs are also detected upstream of the stagna-
tion point by some researchers (Sakakibara et al. 2001). Liu et al. (1996) examined 
the relationship between the vortical structures and local heat transfer by using 
flow visualization, heat transfer spectra and correlation between velocity and heat 
transfer. Experimental investigation of impinging jet can be resource demanding. 
In research facilities, the cost of running the installation and technical support is 
high. Computational Fluid Dynamics (CFD) simulations, appropriately validated, 
have the capability of producing meaningful data at reduced cost and time. 

Numerical modeling of turbulent planar air jet impinging on a rectangular duct 
was performed by Huang et al. (1984). They have found that, when the plate ve-
locity is higher, Nusselt numbers become smaller in the vicinity of the wall, when 
the wall velocity is opposed to the flow and is higher where the surface motion 
and the flow are in the same direction. Sharif and Benerjee (2009), by using CFD 
Fluent code, investigated a numerical study based on the standard k-ε turbulence 
model combined to the enhanced wall treatment. Different parameters were con-
sidered: the jet exit Reynolds number (Re=5000, 20000) and the impinging dis-
tance (h/e=6 and 8).They show that the local Nusselt number along the moving 
plate reaches a maximum value near by the stagnation point for low velocity rati-
os, which can be explained by the thinning of dynamical and thermal boundary 
layers. At a given plate velocity, the average Nusselt number along the plate in-
creases when the jet exit Reynolds number increases. Finally, unsteady numerical 
simulations of the impinging jet flow (LES/DNS) have been carried out (Cziesla et 
al. 2001). Further the major studies with LES model reported in the literature deal 
with the turbulent case (Uddin et al. 2013) but DNS results at moderate Reynolds 
number (Re < 2000) are also studied (Rohlfs et al. 2012). 

The aim of this paper is to reach a thorough understanding of the impinging 
plane jet, by using computational fluid dynamics (CFD) simulations. For this pur-
pose, RSM turbulent model is implemented to predict the mean flow field struc-
ture of an isothermal impinging jet on a flat surface. In the current investigation, 
the effect of the Reynold number on the flow development is examined. 

2 Numerical Study 

2.1 Description of the Computational Domain  

The computational domain is summarized in Fig.1. The configuration includes the 
orifice and the target plate. The jet emitted from a nozzle of rectangular section 
(l×e=42×3 mm2). The jet exit velocity "vj

" is varied giving a Reynolds number 
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ranging from 1000 to 30000. The impinging distance H is fixed to 28×e in this 
study. As illustrated in Fig. 1, the size of the computational domain adopted in this 
study is according to: x (136×e), y (42×e) and z (42×e). The origin of the coordi-
nate system is placed at the center of the flat surface. This choice is motivated by 
the symmetry of the resulting flow. 

A three dimensional, isothermal, steady, incompressible and turbulent flow is 
taken in consideration.  

 

Fig. 1 Computational domain and coordinate system for impinging jet with h/e=28. 

2.2 Mathematical Formulation 

To simulate the flow of the impinging jet, the equations for conservation of mass, 
momentum with an appropriate turbulence model should be solved: 
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The introduction of the fluctuating sizes makes this system open. Its closing re-
quires the use of a turbulence model that makes it possible to obtain a number of 
equations equal to the number of unknown parameters. In the present study, we 
used the second-order closure model (RSM). The computational grid was generated 
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using a hexahedral grid system. A sufficiently fine grid is managed near the jet and 
the wall, where prevails a very high gradient of different variables. 

The conservation equations are solved with the following boundary conditions: 
a velocity inlet condition is imposed at the jet exit with uniform velocity. A wall 
condition is set for the impingement plate and a pressure-outlet condition is used 
for the other boundaries of the domain. 

3 Results and Discussion 

3.1 Mean Flow Properties 

Fig.2 provides a global view of the mean velocity field for a turbulent air jet 
(Re=3000) impinging a flat surface. The jet is issuing from a plane nozzle with a 
large l /e ratio that ensured fully developed turbulent flow exit conditions. Fig. 2 
shows three different regions. Firstly there is the free jet zone, which is the region 
that is largely unaffected by the presence of the impingement surface. This region 
extended from the nozzle up to a certain distance from the surface and can be di-
vided, in turn, into the potential core region, the developing flow region, and im-
pinging region. The potential core is the central portion of the flow in which the 
velocity remains constant and equal to the nozzle exit velocity. 

Secondary, we can identify a stagnation zone that extends to a radial location 
defined by the spread of the jet. The stagnation zone includes the stagnation point 
where the mean velocity is zero and within this zone, the free jet is deflected into 
the wall jet flow. Finally, the wall jet zone extends beyond the radial limits of the 
stagnation zone. 

 

Fig. 2 Full jet development: Re=3000 and h/e=28 
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The impinging zone is not well known and it appears essential to thoroughly 
characterize the height of the impinging for various nozzles geometry. We propose 
to define the height of this zone by taking into account the velocity decrease in the 
developed zone and in the impinging zone. Figure 3 presents the evolution of the 
dimensionless vertical velocity (v/vj) along the vertical coordinate (y/e) in the jet 
centerline (x/e=0). As shown in Fig.3, the distance to the wall is defined by the in-
tersection of the lines AB and CD. A linear law represents the evolution of the ax-
ial velocity in the developed zone and close to the impingement. It is thus possible 
to determine the intersection from these two lines to obtain the height "L". It can 
be considered that the height of the impinging zone is close to a value equal to 
L=4,5×e. This result is in good agreement with the study of Mural et al. (2004). 

 

Fig. 3 Profile of the vertical velocity: Re=3000 and h/e=28 

Fig. 4 presents the evolution of the turbulent kinetic energy obtained for 
Re=3000. Contours of the kinetic energy field reveals that its main production 
takes place in the high-shear regions, exactly in the jet-edge shear layer. The max-
imum value of the turbulent kinetic energy occurs in the shear layer roughly half-
way downstream from the jet exit, then decays in the highly curved jet deflection 
region, and further downstream in the wall jet. In contrast, as seen from this  
figure, a high level of turbulence kinetic energy around the stagnation region. This 
behavior is observed with the experimental work of Uddin et al. (2009). 
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Fig. 4 Contours of the turbulent kinetic energy in the xy-plane for Re=3000 and h/e=28 

3.2 Influence of the Reynolds Number on the Flow 

Many authors reported interesting phenomena about the influence of Reynolds 
numbers on the development of the jet. Tailland et al. (1967) have shown that for 
a range between 8500 and 38000, Reynolds number does not affect the develop-
ment of the jet. So, we propose to examine the influence of the Reynolds number 
for Re ≤3000.The Reynolds numbers investigated in this study are (Re=1000, 
2000 and 3000). 

 

Fig. 5 Distributions of the horizontal velocity along the y-direction for different Reynolds 
number: h/e=28 
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Fig. 5 depicts the evolution of the longitudinal velocity normalized by the max-
imum jet exit velocity (u/vj) according to the dimensionless vertical coordinate 
(y/e) and at four positions in the longitudinal direction (x/e =3, 7, 14 and 21). Pro-
files of the longitudinal velocity are similar for the different Reynolds number. We 
noticed that the velocity decays from a value close to the nozzle-exit velocity to a 
value that approaches zero in the stagnation zone. For y/e=2.5 and very close to 
the wall, we note that the velocity reaches a maximal value. However, this maxi-
mum value decreases with the jet Reynolds number. Furthermore, the longitudinal 
velocity decreases gradually along the wall from x/e=14 because the surface of the 
flow becomes larger, so the fluid will have more space to develop and extend. 

The velocity decreases gradually when the longitudinal distance increases and 
when the Reynolds number increases. 

In addition, we study the evolution of the Reynolds stresses with varying Reyn-
olds numbers (Re=1000, 2000 and 3000). We propose to examine the evolution of 
longitudinal profiles of the Reynolds stress ( 2' ' /u v v j

) near of the exit jet (y/e=21) 

for different Reynolds numbers (Fig. 6). This figure shows the important turbulent 
activities near the boundary of the nozzle (-2≤x/e≤2) which shows the starting of 
the mixing layers near the shear zone of the jet. The maximum value of the turbu-
lent stress reaches 0.014 for Re=3000 and 0.01 for Re=2000, however, the maxi-

mum value of ( 2' ' /u v v j
) for Re=1000 didn't exceed 0.008. 
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Fig. 6 Distribution of the Reynolds stress along the x-direction: Re=3000, y/e=21 and 
h/e=28 
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The distribution of the vertical stresses profiles along the y-direction for x/e=14 
and for different Reynolds numbers (Re = 1000, 2000 and 3000) are illustrated in 
Fig. 7. The vertical stress for Re=1000 (Fig 7 a), is characterized by a maximum 
value of 2' ' /v v v j

= 0.06 which appears near the position y/e=3.5, caused by the large 

shearing stress near the plate. In the development region of the jet in the wall jet, 
the vertical stress is weaker. This is due to the influence of the presence of recircu-
lation region in the wall jet. Also, we note that the velocity fluctuations increase 
with increasing Reynolds numbers and reach a state independence on Reynolds 
number in the stagnation region. In contrast, the longitudinal Reynolds stress  
( 2' ' /u u v j

) represented in Fig.7 b, is characterized by high values of Reynolds stress 

seen at the position y/e=2.5, attributed to the turbulence production. This latter is 
caused by the high mean velocity gradient near the impingement region. Figure 7 
b also shows that when the Reynolds number increases from 1000 to 3000, the 
value of the Reynolds stress increases, so the shear stress increases. 
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Fig. 7 Distribution of Reynolds stresses along the y-direction for Re=3000, x/e=14 and 
h/e=28. (a):vertical velocity fluctuation and (b) longitudinal velocity fluctuation 

4 Conclusion 

A numerical study is conducted to analyze the behavior of a slot air jet impinging 
on a flat plate, with nozzle to plate separation distances of h/e = 28. This study fo-
cuses on the dynamic and turbulent development of the flow. First, we introduce 
the RSM turbulence model. We noticed that the results indicate that the turbulence 
model is capable of capturing the main flow feature satisfactorily according to the 
previous studies findings. Besides, results allowed us to identify three regions: the 
shear layer of the free jet, the stagnation zone and the wall jet region. Finally, an 

(b) (a) 
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analysis of the plane jet was made to examine the influence of the Reynolds num-
ber (Re=1000, 2000 and 3000). According to the mean velocities and the turbu-
lence behavior, the flow field is affected by varying the Reynolds number. 
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Abstract. The influence of the coflow velocity ratio on the behavior of a non iso-
thermal turbulent wall jet has been determined numerically. The numerical resolu-
tion of the governing equations is carried out using a finite difference method. 
Turbulence modeling is performed by a modified low-Reynolds number k–ε mod-
el. In this work, we are interested in the study of the effect of the coflow stream on 
the behavior of the dynamic and thermal properties of the wall jet subjected to a 
constant temperature. A comparison with a simple wall jet is carried out. Further, 
we will examine the influence of the Froude number on the wall jet emerging in a 
coflow stream.  

Keywords: wall jet, turbulent, coflow stream, velocity ratio, natural convection, 
mixed convection, forced convection.  

1 Introduction 

Turbulent wall jet is formed when a fluid is discharged through a rectangular slot 
at a high velocity into a medium of the same fluid that is either stagnant or mov-
ing. This type of flow is widely used in many engineering processes such as inlet 
devices in ventilation, separation control in airfoils and film cooling of turbine 
blades. A wall jet has been the subject of several studies that combine both dy-
namic and thermal measurements in order to predict the flow behavior (Kechiche 
et al., (2004); Matthew 2010). An experimental study has been conducted by Tsuji 
and Nagano (1988) on the turbulent natural convection boundary layer in air along 
a vertical plate. The heat transfer rate and wall shear stress are determined by 
measuring mean temperature and mean velocity profiles near the wall. The con-
cept of the viscous sublayer and the overall analogy between the velocity field and 
thermal field near the wall are discussed. Measurements are made by Abdulnour et 
al. (2002) on the local convection heat transfer coefficient for different boundary 
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conditions. These authors showed that the effect of the wall thermal conditions on 
the heat transfer coefficient by convection between the plate and the jet is signifi-
cant, only very close to the ejection nozzle. Esmaeilzadeh et al. (2007) investi-
gated the hydrodynamic and the heat transfer of the wall jet. A direct numerical 
simulation (DNS) is conducted by Ahlmen et al. (2007) to study a turbulent plane 
wall jet including the mixing of a passive scalar. The wall jet was discharged into 
a coflow stream with an inlet Reynolds numbers of Re=2000. Ben Haj Ayech et 
al. (2014) conducted a numerical study on the dynamic and thermal characteristics 
of an isothermal and non-isothermal laminar wall jet in coflowing stream. These 
authors found that results for low Grashof numbers (forced convection) are similar 
to the isothermal flow. For mixed convection, they noticed the absence of the in-
fluence of the coflow velocity on most parameters. 

In this work a numerical study is investigated on the effect of the coflowing 
ambient stream on the dynamic and thermal behavior of a turbulent wall jet in 
comparison with a simple wall jet (jet evolving in an environment at rest).  Fur-
ther, we will examine the effect of the Froude number on the wall jet emerging in 
a coflow stream.  

2 Problem Formulation 

2.1 Assumptions 

An incompressible flow jet issuing from a rectangular nozzle, with a slot width b, 
tangentially to an infinite flat plate is considered (Fig 1).The problem is valid for a 
two-dimensional boundary layer flow. The turbulent flow is steady and satisfies 
the Boussinesq approximation. 

 

 

 

 

 

 

 

 

 

Fig. 1 Geometric configuration 
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2.2 Governing Equations 

Using these following dimensionless variables: 
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The turbulence model adopted for the cloture of this problem is a modified ver-
sion of the first order low Reynolds number turbulence model. This model is  
proposed by Herrero et al. (1991) and corrected by the empirical function Cµ pro-
posed by Ljuboja and Rodi (1980). In this model, the equations of the kinetic 
energy of turbulence and its rate of dissipation can be written as: 
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The Reynolds shear stress and the turbulent heat flux are given by the following 
relationships: 

 Y

U
VU T ∂

∂−=′′ υ    and   
YPr

V
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∂
∂−=′′ θυθ                                       (8) 

Functions as well as empirical constants used in the system of equations are 
those proposed by Herrero et al. (1991): 

44.11C =ε , 92.12C =ε , 0.1k =σ  
and 3.1=εσ                            (9) 
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The damping functions are written as: 
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Where Rek ( )υkyk =Re  and Ret ( )υε2Re kt =  represent the turbulence 

Reynolds numbers.
 For the coefficient Cµ, we used the function given by Ljuboja and Rodi (1980): 

                                       2
G.

1
G09.0C =μ

 

with 

⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜

⎝

⎛

′
+

′
+

=

1c
1c

2

3
1

f
2c1
2c2c

2

3
1

1G , 

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

+

′
+

+

′

=

1
P

c

c
21

f
P

c1c

P
cc

21

G

1

1

21

22

2

-

-

ε

ε

ε

                      (14) 

εyc

k
f

w

23

=  ,   
y

u
vuP

∂
∂′′−=

                                         
(15) 

The constants of Cμ used for the formulation are written as follow: 

            8.0c1 = , 6.0c2 = , 6.0c1 =′ , 3.0c2 =′  and 72.3cw =  

The boundary conditions for the wall jet written in dimensionless form are: 
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3 Numerical Resolution Method 

The numerical solution of the equations governing the flow is provided by a finite 
difference method using an implicit scheme. The in-house code uses a parabolized 
marching algorithm in the flow direction. This method used an offsetted grid for 
the numerical stability: The transport equations of momentum, energy, turbulent 
kinetic energy and its dissipation rate are discretized at the nodes (i, 21+j ), while 

the continuity equation is discredited at the node. In the longitudinal direction, a 
non-uniform grid is used. Indeed, the calculation step is taken very thin in the vi-
cinity of the nozzle exit. Then, a little further, we increase its value gradually, in 
order to be able to go farther in the jet. In the transverse direction of the flow, the 
velocity and temperature gradients are very high close to the wall and therefore a 
non-uniform mesh is chosen. The convergence of the total solution is considered 
attained when the relative change in two successive iterations of the solution at 
each node of the field is lower than 10-7. 

4 Results and Discussion 

4.1 Effect of the Coflow Stream on the Wall Jet in Natural 
Convection 

In this section, we will study the effect of the coflow velocity on a non-isothermal 
wall jet in natural convection (Fr=2) and for a Reynolds number of Re=18000. 

The effect of the coflow velocity on the longitudinal distribution of the excess 
maximum velocity (Uexm=Um-Uco) is shown in Fig 2. In the vicinity of the nozzle, 
the profiles of the excess velocity remain constant and parallel with that of a sim-
ple jet (jet in a medium at rest). Downstream from the jet exit, in the plume zone, a 
quite good agreement appears between results obtained for a wall jet in coflow 
stream and that of a simple jet.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Longitudinal evolution of the maximum velocity for different velocity ratios: Fr = 2 
and Re=18000 

exmU  

X 

r=0 
r=0.01 
r=0.02 
r=0.05 
r=0.07 
r=0.1 
r=0.2 
 



www.manaraa.com

728 S. Ben Haj Ayech et al. 

 

0E+0 1E+2 2E+2 3E+2

0E+0

1E+3

2E+3

3E+3

0E+0 4E+1 8E+1 1E+2 2E+2 2E+2

0.0

0.1

0.2

0.3

0.4

In fig 3, we have analyzed the influence of the coflow stream on the longitudinal 
development of the local Nusselt number in natural convection (Fr=2). 

This figure indicates a perfect agreement between the profiles of the local Nusselt 
number near the orifice for different velocity ratios. In the transition zone and the 
plume region, an increase of the velocity ratio generates a negligible decrease in 
the local Nusselt number. This means that, for low Froude numbers (a flow in nat-
ural convection) the effect of buoyancy forces is predominant over inertia forces, 
and the co-flow effect is negligible.  

 
 

 

 

 

 
 
 
 
 
 
 
 

Fig. 3 Longitudinal evolution of the local Nusselt number for different velocity ratios: Fr=2 
and Re=18000 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Longitudinal evolution of the Reynolds analogy factor for different velocity ratios: 
Fr = 2 and Re=18000 
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The longitudinal distributions of the Reynolds analogy factor defined by the re-

lationship
Cf

St
 in a coflow stream and in a medium at rest are plotted in Fig 4. Re-

sults show that the velocity ratio does not have any influence on the Reynolds 
analogy factor for r≤0.1 and the flow behaves as a simple wall jet (wall jet in a 

medium at rest).This is expected since the profiles of the ratio 
Cf

St
 coincide for 

different velocity ratios. It is found that, for 2.0≥r , the introduction of such per-
turbation leads to a slight reduction in the Reynolds analogy factor. 

4.2 Effect of the Froude Number on the Wall Jet in Coflow 
Stream 

The influence of Froude number on the wall jet emerging in a parallel coflow 

stream ( 0uur co= =0.2) is shown in this part. The values of the Froude number 

are ranging from natural convection to forced convection passing by mixed con-
vection (Fr=0.2, 2, 20, 100, ∞) and results of air flow (Pr=0.71) are presented in 
turbulent regime (Re=18000). 

The axial evolution of the maximum longitudinal velocity of the jet is shown in 
the fig 5 for various Froude numbers. In a buoyant wall jet, three distinct regions 
exist. The first is an initial non-buoyant region called pure jet, where the buoyancy 
and coflow effects are not important and which occurs near the jet exit. In this re-
gion, the maximum velocity profiles remain constant and behave as a jet in a 
forced convection (Fr=∞). This is followed by a second, transition region where 
the buoyancy and the inertia play equally important roles in determining the cha-
racteristics of the jet. In this region, the maximum velocity may go above or below 
the value at the output of the jet depending on the size of the buoyancy forces and 
inertia. Here, the coflow effect is no longer negligible. The third region, where the 
flow is away from the source, which is a plume, inertia effects are negligible and 
the buoyancy becomes the only important parameter. In this region, the maximum 
velocity increases with the distance X. Further, a decrease of Froude number leads 
to a shortening of the length of the pure jet region, and therefore the maximum ve-
locity reaches faster the region of established flow. 

The longitudinal distributions of the dynamic half-width are given in Fig 6 for 
different Froude numbers by maintaining the Reynolds number equal to Re=18000 
and the velocity ratio (r=0.2). Near the jet exit, the half-width is constant for vari-
ous Froude number and is independent of the coflow stream effect. As the Froude 
number increases, the length of the initial region increases. The influence of the 
heating wall on the dynamic half width begins at distances varying according to 
the importance of buoyancy and inertia forces. In the transition and plume regions, 
the half-width is higher for large values of the Froude number. Further, for low 
Froude numbers (a flow in natural convection) the effect of buoyancy forces, 
which become predominant over inertia forces, appear for low values of X and 
therefore the dynamic half-width reaches faster the region of established flow.  
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Fig. 5 Longitudinal evolution of the maximum velocity for different Froude numbers: r=0.2 
and Re=18000 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Longitudinal evolution of the dynamic half-width for different Froude numbers: 
r=0.2 and Re=18000 

The influence of the wall heating on the longitudinal distribution of the maxi-
mum turbulent kinetic is plotted in Fig 7 for r=0.2 and for different Froude num-
bers. Examination of this figure shows that, near the nozzle exit (in the pure jet  
region) and in the transition region, the maximum turbulent kinetic energy in-
crease for low Froude numbers (natural convection), while decreases for large 
Froude numbers (in forced convection). Far from the nozzle exit (in the plume re-
gion), profiles of the maximum turbulent kinetic energy are constant and parallel. 
In this region, a decrease of Froude numbers leads to an increase in the maximum 
turbulent kinetic energy.  

 
 

X 

Fr=0.2 
Fr=2 
Fr=20 
Fr=100 
Fr=∞ 

mU

Fr=∞ 
Fr=100 
Fr=20 
Fr=2 
Fr=0.2 

5.0Y  

X 



www.manaraa.com

Effect of Froude Number on the Turbulent Wall Jet in Coflow Stream 731 

 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7 Longitudinal evolution of the maximum turbulent kinetic energy for different Froude 
numbers:  r=0.2 and Re=18000 

5 Conclusion 

This work investigates a numerical study of non-isothermal turbulent wall jet 
evolving in a coflow stream. The discussion focuses on the effect of the coflow 
velocity on the dynamic and thermal characteristics of the wall jet in comparison 
with a wall jet in a medium at rest. Further, we have examined the influence of 
Froude number on the wall jet in coflow stream. 

It is found that, the velocity ratio does not have any influence on the dynamic 
and thermal parameters, near the nozzle exit (in the pure jet region) and profiles 
are found to be similar to that of a simple wall jet (wall jet emerging in a medium 
at rest). However, away from the jet exit in the transition zone and in the plume 
area, the coflow stream slightly influences the flow.  

The influence of the Froude number on the wall jet emerging in a coflow 
stream (r=0.2) is discussed. We have shown that the influence of the heating wall 
on the different parameters begins at distances varying according to the impor-
tance of buoyancy and inertia forces.  

Therefore, this study develops a new perspective to study the effect of a di-
rected coflow stream on the flow in order to highlight the mixing of the two 
streams of fluid. 
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Nomenclature 

Symbols 
b                Ejection nozzle thickness, (m) 

Cf                    Friction coefficient, ( ) ⎟
⎠
⎞

⎜
⎝
⎛

=∂∂= 2
mρu0yyu2μCf  

Cp                   Specific heat at constant pressure of the fluid, (Jkg-1k-1) 
Fr               Froude number ( GrFr /²Re= ) 

Gr              Grashof number ( ²/)(3 νβ ∞−= TTbgGr p ) 

h                Local convection coefficient, (wm-2k-1) 
K               Turbulent kinetic energy, (m2s-2) 
Nu              Local Nusselt number )/( λhxNu =  

Pr               Prandtl number  )/( λμ pr CP =  

Prt                  Turbulent Prandtl number 
r                  Velocity ratio ( 0/uur co= ) 

Re                Reynolds number )/(Re 0 νbu=        

St                  local Stanton number 
mCpuρ

h
 

u, v                 Longitudinal and transverse components of the velocity, respective-
ly, (ms-1) 

coex uuu −=    Longitudinal excess velocity, (ms-1) 

x,                   Longitudinal and transversal coordinate, (m) 
Y0.5                   Dynamic jet half-width, value of the lateral distance at which lon-

gitudinal velocity is half of the maximum value, (m) 
  
Greek symbol 
ε                 Dissipation rate of k, (m².s-3) 
ρ                 Fluid density, (kg m-3) 
 μ               Dynamic viscosity of the fluid, (kg m-1 s-1) 

 λ               Thermal conductivity of the fluid, (w m-1k) 
υ                  Fluid kinematic viscosity )/( ρμ , (m2 s-1)      

α                 Thermal diffusivity of the fluid )/( rPν , (m2s-1 ) 

Subscripts 
P                 Wall value 
0                 Value at the jet exit 
∞                Ambient conditions value 
M               Maximum value 
Co              Coflow stream  
ex               Excess 
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Abstract. In this study, transient pressure in piped liquid due to waterhammer is a 
function of structural restraint at elbows. To study the effect of this phenomenon 
on polyethylene elbowed pipe networks, experimental tests were performed on 
polyethylene bent pipes, either in the absence or presence of a pre-crack by 
measuring the toughness and determining the mechanical behavior of HDPE. 
These characteristics were been used to perform simulations using ABAQUS 
software, the internal pressure increase, to investigate the safety of bent pipes 
using an angle of 90 ° bend with 11.4 mm thickness and a right portion of 150 mm 
as length. 

We know that the crack size has a great influence on the fracture energy but we 
have also shown that the position of the pre-crack has effect on the safety of bent 
pipes, this is linked to the concentration of the stress. 

Keywords:  pipe, elbow, waterhammer, pre-crack, polyethylene HD.  

1 Introduction 

In conventional transient flow analysis pipe elasticity is incorporated in the 
propagation speed of the pressure waves [Streeter and Wylie (1967)]. Pipe inertia 
and pipe motion are not taken into account. This is acceptable for rigidly anchored 
pipe systems. For less restrained systems fluid-structure interaction may become 
of importance [Skalak (1956), Thorley (1969) and Williams (1977)]. In that case 
the dynamic behaviour of liquid and pipe system should be treated simultaneously.  

Three liquid-pipe interaction mechanisms can be distinguished [Tijselling 
(1993)]: ftiction coupling, Poisson coupling and junction coupling. Friction 
coupling represents the mutual ftiction between liquid and pipe. The more 
important Poisson coupling relates the pressure in the liquid to the axial stresses in 
the pipe through the radial contraction or expansion of the pipe wall. It is named 



www.manaraa.com

736 M. Dalleli et al. 

 

after Poisson in connection with his contraction coefficient ν, and is associated 
with the breathing or hoop mode of the pipe. Poisson coupling leads to precursor 
waves [Stuckenbruck et al. (1985)]. These are stress-wave induced disturbances in 
the liquid which travel faster than, and hence in front of, the classical 
waterhammer waves. Where ftiction and Poisson coupling act along the entire 
pipe, junction coupling acts at specific points in a pipe system such as unrestrained 
valves, bends and tee [Hatfield et al. (1982) and Wiggert et al. (1987)].  

The breaking of the elbowed pipes, quite common phenomenon in urban areas, 
starts by default under the effect of stresses caused by an unusual load 
(waterhammer). High density polyethylene has excellent resistance to chemical 
corrosion, an outstanding ductile property and also a viscoelastic behavior that 
gives it a good resistance to waterhammer. 

We are interested in this paper in investigating the security of high density 
polyethylene elbowed pipes when it is exposed to the water hammer phenomenon.  

We start by presenting some results in the case of metallic pipe networks. Then 
we performs experimental tests in order to determine mechanical behavior (stress-
strain curve) and failure analysis ( IcJ ) of high density polyethylene. 

The finite element simulation was performed on ABAQUS to calculate the 
integral J around the crack type, placed in different positions of the bend pipe 
under internal pressure and accurate results, the mesh was created using 
HyperMesh in three dimensions. 

The study of the evolution of damage measured on the elbowed pipes is based 
on the calculation of the integral J (Rice 1968). 

2 Waterhammer in Elbowed Copper Pipe Networks 

Figure 1 is a schematic of the experimental pipe setup studied by Wiggert et al. 
(1985). It includes 47.9 meters of 26 mm inside diameter copper pipe. The pipe  

 

 

Fig. 1 Experimental setup [Wiggert et al. (1985)] 
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material constants are: the density ρ=8940 Kg m3, Young's modulus E = 117GPa, 
Poisson's ratio n = 0.34 and thickness e = 1.27mm. The system has a total of six 
elbows with radius of 20.6 mm. The elbow to be studied is elbow 1 and connecting 

pipe reaches L1 and L2 are suspended by wires that contribu 38940kgm=ρ te 

negligible stiffness, inertia and damping for motion in the plane of the elbow.  
Figure 2 shows numerical and experimental pressure responses at P1 and P2. 

The pressure response at P1 in Case B is significantly different from that of  
Case A. The pressure fluctuates due to the elbow motion and the precursor strass 
wave in the pipe wall. The elbow motions result in increase in pressures of 22%. 

 

 

Case A: Immobile Elbows 1 and 2 Case B: No restrained Elbows 1 and 2 

Fig. 2 Numerical and experimental pressures at P1 and P2 

3 Mechanical behavior and Failure Analysis of High Density 
Polyethylene 

3.1 Tensile Testing 

Tensile test was conducted on a standard traction-compression machine piloted in 
displacement mode using an extensimeter to measure the deformation of the 

specimen were carried out at three different test strain rates ( ε
•

) of 10-3, 5.10-3 and 
10-2 s-1. Stress- strain curves for each strain rate are represented in figure 3. 

3.2 Determination of Fracture Toughness JIC  

For materials with an elasto-plastic behavior, toughness is not defined by a single 
value but by curves (named R) describing the energy requirements of an additional 
advancement of the crack after priming. They indicate both when (energy / area), 
and how (stability of propagation) rupture will occur. 
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ASTM D 6068 standard describes the conditions for determining the JR curves 
elasto-plastic polymer materials with a spread of slow and steady mode I crack in 
a state of plane strain.  

The general configuration of the test (specimen type, experimental, etc.) is 
identical to that performed in the linear-elastic fracture mechanics (ASTM D 
5045). The proposed construction method of JR curves requires testing multiple 
specimens (7 minimum) up arrow or different levels of openness, and an optical 
measurement (visual) actual crack advances corresponding microscope from the 
fracture surface of the specimens.  

Each sample leads to the determination of a pair of values (J, apΔ .) that is to 

say a point of the curve JR. 
All tests were carried out at room temperature using partial unloading 

compliance method on a servo-hydraulic testing machine. 

 

Fig. 3 Stress-strain curves for the HDPE 

The crack growth was followed by an optical microscope on specimen cracked 
surfaces to calculate the average physical crack extension apΔ . 

The energy required to extend the crack, U, is used to calculate J. The total 
energy, TU , determined from the area under the load versus load-point 

displacement curve obtained for each specimen is the sum of U and iU , the 

indentation energy. And J is calculated according to the following relation: 

( )0

U
J

b W a

η=
−

 

Figure 4 shows a representative J-Δa curve obtained from the 8 mm thick CT 
specimen. 
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Fig. 4 Fracture Resistance vs Crack Growth 

The intersection point between the regression line and 0.2 mm offset line gives 
a candidate value QJ  which becomes ICJ  provided that the validity requirements 

are satisfied. In the case of HDPE PE100, 7.69 / ²ICJ KJ m=  . 

4 Properties of the Pipe Elbow Used 

The bent pipes used are in high density polyethylene. It’s stronger than standard 
polyethylene, acts as an effective barrier against moisture and remains solid at 
room temperature. It resists insects, rot and other chemicals. The properties of this 
material are given below in table 1. 

 

Fig. 5 Bent pipe used 
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The dimensions of the bent pipe, showed in Figure 5, external diameter 
de=125mm, length right part l=150 mm, radius of bend R=de=125mm and length 
Z=275 mm. 

Table 1 Mecanical properties of PEHD material 

Proportional 
limit (MPa)  

Tensile 
strength(MPa) 

Elongation at 
fracture (%) 

Hardening 
exponent 

strength coefficient 
K (MPa) 

σy = 15 σu = 21-25 250-700 n = 0,23 42 

5 Numerical Study 

We started by a general study on the bent pipes in good condition to locate the 
stress concentration region. The material used is high-density polyethylene 
(elastoplastic materials). 

The calculations are made with the geometrically nonlinear ABAQUS software 
(large displacements) by taking into account the variation of the strain rate. A 
pressure of about 60 bar were applied.  

It is clear from Figure 6 that the intrados part presents a stress concentration 

 
 

 
 

 

 

 

Fig. 6 Elbow without defect under interior pressure 

The methods, originally developed to characterize the elastic-plastic fracture of 
ductile metallic materials, are most commonly used to characterize ductile 
polymers these methods are based on the concept of the J- integral to determine 
plane- strain fracture toughness values(Steve Lampman 2003).  

The crack is initiated when J reaches a critical value ICJ , which is an intrinsic 

characteristic of the material. The value of ICJ  is determined using the compact 

tension method CT. In the case of HDPE PE100, 7.69 / ²ICJ KJ m= . 
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5.1 Crack in the Middle  

It will be assumed now that we have a fault of fissure type, with a depth nearly 
half the thickness, on the middle part of the elbow. 

For reasons of simplification and to reduce the computation time, only a quarter 
of the model is studied. The mesh was created using HyperMesh in three 
dimensions with quadratic elements (figure 7). 

With the same calculation software ABAQUS and applying the same pressure 
(60 bar), we determined the curve of variation of the fracture toughness J versus 
time. 

The figure 8 shows the evolution of the fracture energy in different contours in 
the normal plane to the crack front. They converge at the same value. 

The curve of the fracture energy versus pressure and the value of the critical 
failure energy ( 7.69 / ²ICJ KJ m= ) allow to determine the ultimate pressure 

( 196*60 / 360 32.67uP bar= = ) which lead to the crack initiation. 

 

Fig. 7 Bent conduit with a crack to the middle 

 

Fig. 8 Variation of the fracture toughness J versus time 
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5.2  Intrados Crack 

We took the same simulation, but this time the crack is on the intrados surface of 
the elbow (fig.9). 

We have already seen in Fig. 6 that we has a stress concentration in the intrados 
portion of the bent pipe but the curve of evolution of fracture resistance in the case 
where the pre-crack is located on the intrados surface shows that we cannot reach 
rupture even if the same internal pressure is applied . 

This can be connected to the discharge phenomenon between stress 
concentration and crack, so the stress concentration is no longer at the intrados 
part of the bend and there is no rupture. 

The experimental tests will be performed to verify the theoretical results that 
has already found. 

 

Fig. 9  Bent conduit with an intrados crack 

 

Fig. 10 Variation of the fracture toughness J versus time 

5.3 Extrados Crack 

We took the same simulation, but this time the crack is on the extrados surface of 
the elbow (fig.11). 
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Fig. 11 Bent conduit with an extrados crack 

 
Fig. 12 Variation of the fracture toughness J versus time 

We note that even, in the case of a pre-crack in the suction surface, J does not 
reach its critical value ICJ . These results are confused with the results of Fig.6. 

6 Conclusion and Perspectives 

First, the numerical solution of the transient flows in quasi-rigid pipelines has 
been presented in this paper. To examine the mechanisms of liquid-pipe 
interaction, Poisson coupling and structural restraint of an elbow have been 
considered. Numerical results accurately predicted the experimental data obtained 
by Wiggert et al. No pressure reflection from the immobile elbow was detected. 
However, when the elbow was not fully restrained, alterations of the transient 
where observed including 33 percent increase in maximum pressure. These 
alterations are related to the direction and amplitude of the motion of the elbow 
and are dependent on supports conditions 

Next, thermoplastic materials such as PE 100 have been studied. This material 
has a viscoelastic behavior and a high degree of ductility. Normally, the fracture 
behavior (the initiation and propagation of cracks) must be analyzed using the 
concept of viscoelastic-plastic fracture mechanics (Brostow et al. 1991) and 
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(Favier et al. 2002). However, it has been shown (Benhamena et al. 2010, 2011) 
that the elastic–plastic approaches can approximate with acceptable accuracy the 
critical J integral of the polyethylene. 

We studied in this work the effect of the crack’s depth on the ultimate pressure 
of a PE100 pipe. 

Results show that the crack is initiated in the radial direction. And the position 
of the crack has a great influence on the energy of rupture and consequently on the 
ultimate pressure. 

The numerical results obtained should be verified by experimental testing 
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Abstract. In this study, experimental and analytical investigations are carried out 
in order to determine the steady state performance curves of a centrifugal pump. 
The pump rotor of the hydraulic facility (TE-83), available at the fluid laboratory 
of the National Engineering School of Sfax (ENIS), is used for the steady state 
calculations. The characteristic curves (flow-head) of the pump were determined 
by measuring the difference between the outlet and the inlet pressures for different 
steady flow rates. The curves were plotted for various values of the rotating speed. 
For each speed the head is recorded then plotted at different discharge openings. 
Results are further processed to determine the head and flow coefficients. These 
coefficients are obtained by applying the theory of dimensional analysis and simi-
litude. The head coefficient is plotted versus the flow coefficient to form a curve 
of these two dimensionless numbers using only one machine. This curve can then 
be used to give information for any machines geometrically similar to the test  
machine.  

Keywords: Centrifugal pump, characteristic curve, dimensional analysis,  
similitude.  

1 Introduction 

The centrifugal pump is the most used pump type in the world. The principle is 
simple, well-described and thoroughly tested. Numerous studies on centrifugal 
pumps have been investigated (Łazarkiewicz and Troskolański 1965, shames 
1983, Sayers 1990, Shulhoff 1991, Srinivasan 2008, Dixon 2010,...). The studies 
included also the prediction of pump as turbine performance (PAT) (Yang SS et al 
2010, Yang SS et al 2012...) The first type of a centrifugal pump was already built 
1689 by the French physicist Denis Papin. Since then the centrifugal pump found 
entrance in many fields of the technology. In particular radial-flow pumps are 
used for liquid-delivering in a dominant number of constructions. Beside water 
every other liquid is applicable as delivery medium. In particular oil, but in addition, 
aggressive liquids or liquid solid mixtures. In this context numerical study on beha-
vior of a centrifugal pump when delivering viscous oils were done (Li WG 2008, 
M.H. Shojaeefard a, M. Tahani 2012…). The performance of a turbomachine may be  
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defined with the characteristic curves (Head-Volume flow) plotted for different val-
ues of the rotating speed. In order to study the variations of all involved quantities, 
an excessive number of experiments is required but it is impossible to make a con-
cise presentation of the results. The most of these complications can be eliminated 
using the dimensional analysis, which creates dimensionless groups of the va-
riables involved in the study.  

1.1 Generalities 

A turbomachine is a machine whose essential part is an impeller with blades ar-
ranged symmetrically around an axis. The flow of the fluid throughout the blades 
causes the energy exchange between the fluid stream and the shaft of the machine. 
In the limited context of 
this paper, it is not possible 
to expose all the theory of 
turbomachinery.  

We limit ourselves to 
deliver the results we need 
to introduce the definition 
and the use of the characte-
ristic curves of the pump 
(figure 1). The torque ex-
erted from outside on the 
shaft of the pump, by neg-
lecting the mechanical and 
hydraulic frictions, is giv-
en by the formula: 

 

Fig. 1 Velocity diagrams for centrifugal pump 

( )2 2 1 1u uQ r V rV
M

g
ϖ

−
=                                   (1) 

So the power is: 

( )2 2 1 1u uU V U V
P M Q

g
ω ϖ

−
= =                           (2) 

In this formula, the following expression is homogeneous to a height: 

( )2 2 1 1u u
eff

U V U V
H

g

−
=                             (3) 

It is called the Euler head and represent the theoretical head developed by the 
pump impeller. 

The only fluid pressure drops through the pump are those due to the friction be-
tween the liquid fillets, and between the liquid and the fixed and moving blades of 
the pumps. Denote dξ  the set of these losses occurring in the fixed blades of the 
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diffuser, by rξ  the losses occurring in the impeller and by cξ  the loss which 

come from the mismatch of the directions of liquid threads with the blades of the 
impeller (at the entrance) and the blades of the diffuser (at the outlet). Therefore, 
providing the pump shaft with an energy represented by the head effH , we get the 

total head H  developed by the pump: 

eff d r cH H ξ ξ ξ= − − −                                (4) 

The efficiency of the pump is defined as: 

eff

H

H
η =                                         (5) 

1.2 Characteristic Curves 

A centrifugal pump rarely works at an optimal operating condition; it usually oc-
curs the change in the state due to the needs of the exploitation. 

It follows from the previously established formulas (3) and (4) that for the 
aforementioned operating system ( Q  and N  are given), the head ( effH  or H ) 

is perfectly determined.  
Ultimately, the performance of a centrifugal pump in different possible regimes 

is characterized by a surface given as: 

( , , )F f H Q N=                                     (6) 

Each point on this surface corresponds to an operating point of the machine. If 
we connect, on the surface ( , , )F f H Q N= , the points for which the machine has 

the same efficiency, curve networks are obtained with the same performance.  
However, this three-dimensional representation system is quite complicated and 

it is preferred to adopt a simpler one, a two-dimensional system, which presents 
the process of characteristic curves. 

In this mode of representation, we consider only one of the three variables H , 
Q  or N  constant, which leads to a function with two variables, in other words, a 

planar representation. 

• The characteristic ( )effH  f  Q=  at a constant speed; 

• The characteristic ( )H f Q=  at a constant speed; 

• The characteristic ( )P f Q=  of the power applied to the shaft of the pump 

according to the flow, at a constant speed; 
• The characteristic ( )f Qη =  at a constant speed. 

We will not consider the characteristic of the Euler head which is of little prac-
tical interest and we will limit ourselves to examine the characteristic of the total 
head at a constant rotational speed. 
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Given the variation of these different pressure losses indicated in equation (4) 
according to the flow, H  is expressed as a function of the flow rate Q  and the 

rotational speed N: 

2 2H N NQ Qμ λ κ= + +                          (7) 

The coefficients μ , λ  and κ  are functions of the pump‘s characteristics 

(dimensions and shapes of the blades). 

2 Presentation of the Hydraulic Test Bench (TE-83) 

The head-flow charac-
teristic is determined 
experimentally, con-
sidering the hydraulic 
test bench (TE-83), 
available at ENIS, 
represented by the 
simplified diagram 
presented in figure 2. 
This bench has two 
identical centrifugal 
pumps that allows for 
the study of a single 
pump, two pumps in 
parallel and two 
pumps in series.  

 

Fig. 2 Simplified diagram of the hydraulic test bench TE-83 

In figure 2 only one pump is shown. 
This bench also includes gauges that indicate the pressure on the suction and 

discharge side of the pump. The engine speed is adjusted by potentiometers. A 
mechanical device is used to determine the engine torque. An intermediate meas-
uring tank is placed between the discharge circuit and the main reservoir to deter-
mine the volume flow of the pump. 

2.1 Operating Procedure 

In order to determine this characteristic, the pump is rotated at a constant speed, a 
vacuum gauge is placed in the suction ( sp ) and a pressure gauge is placed in the 

discharge ( dp ). A differential pressure gauge, connected to the two corresponding 

points (Figure 3), can also be used to determine the total head as given by equation 
(8). Water is drawn from the principal reservoir, mounted on castors forms the  
 

Gauge 

Measuring tank 

Valve 

Toward the principal reservoir 

Principal reservoir 

Pump 
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base of the set, by way of a foot valve and a strainer. The pump delivery is taken 
to a swivel valve by a means of which the water may be either returned to the 
principal reservoir or delivered to the calibrated measuring tank. The flow quantity 
is equal to the recovered volume in the measuring tank by the recorded time in the 
stop watch. The flow can also be measured by the equation (9) of a Venturi meter 
(Figure 4) or a rotameter flowmeter. 

 

 

Fig. 3 Differential pressure gauge Fig. 4 Venturi meter 

4 4
2 1

21 1 1
12.1

12.6
D D

H Q h
⎛ ⎞= − +⎜ ⎟
⎝ ⎠

                            (8) 

4 4
21 1 1

12.1
12.6

d D
Q h⎛ ⎞− =⎜ ⎟

⎝ ⎠
                              (9) 

For each setting of the valve, H  is noted from the differential pressure gauge 
as: 

d sp p
H

gρ
−

=                                       (10) 

Thus, the characteristic ( )H f Q= is plotted point by point.  

2.2 Experimental Results 

Repeating the operating procedure described previously for different rotational 
speeds, one gets the different curves plotted in figure 5. 

This figure shows the dimensional presentation of the performance of the given 
pump for the range of speeds 1500<N<3000 rev/min. 
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Fig. 5 Experimental Head-volume characteristic curve for diffrents rotational speed 

3 Dimensional Analysis  

3.1 Similarities Equations 

The large number of variables used to describe the performance of a turbomachine 
requires the use of dimensional analysis to reduce the number of variables into 
dimensionless groups. 

Dimensional analysis is used to express the power P in terms of dimensionless 
numbers (Sayers, 1991): 

(Re, , )P f φ ψ=                                (11) 

Where 
3 5

P
P

N Dρ
= is the power coefficient, 

3

Q

ND
φ = is the flow coefficient 

and 
2 2

g H

N D
ψ Δ=  is the load coefficient. 

The term 
2NDρ

μ
 is equivalent to Reynolds number Re as the peripheral veloc-

ity is proportional to ND. 
In the case of hydraulic machines, it was found that the Reynolds number is 

usually very large and the fluid viscosity has a very small effect on the power. So: 

( , )P f φ ψ=                                   (12) 

For two geometrically similar machines (equal ratios of all lengths) dynamic 
similarity (the ratio of the driving forces at corresponding points is constant)  
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implies the kinematic similarity (the ratio of the velocities of fluid particles at  
corresponding points is constant). 

To achieve this similarity, the dimensionless groups in equation (12) must  
remain the same for both machines. 

3.2 Dimensionless Head-Flow Characteristic 

The operating condition of a turbomachine will be dynamically similar at two dif-
ferent rotational speeds if all fluid velocities at corresponding points within the 
machine are in the same direction and proportional to the blade speed. If two 
points, one on each of two different head-flow characteristics, represent dynami-
cally similar operation of the machine, then the non-dimensional groups of the va-
riables involved, ignoring Reynolds number effects, may be expected to have the 
same numerical value for both points. On this basis, non-dimensional presentation 
of performance data has the important practical advantage of collapsing into vir-
tually a single curve, results that would otherwise require a multiplicity of curves 
if plotted dimensionally (Dixon 2010). 

For similar pumps, experience shows that the head coefficient ( )2
gH ND  is a 

function of flow coefficient 3Q ND (Shames 1982). 

( )2 3

gH Q
f

NDND

⎛ ⎞= ⎜ ⎟
⎝ ⎠

                                (13) 

If 3Q ND is the same for two geometrically similar machines (for example 

model and prototype) then they are dynamically similar and have the same head 
coefficient. Therefore, certain information of the prototype can be determined, in 
particular, from the data N and D and those of the prototype model. Thus, dimen-
sionless presentation of the performance of data has a significant practical advan-
tage of the results presented in a single curve that requires a multiplicity of curves 
if plotted with dimension. 

3.3 Characteristic Equation of a Centrifugal Pump 

In order to establish the characteristic equation of the centrifugal pump of the hy-
draulic test bench (TE-83), the measurement points in figure 6 were approached 
with a second order polynomial function. One can observe deterioration in per-
formance at high speeds due to the effect of cavitation. 

The equation of the characteristic curve can be written in the form: 

( )

2

2 3 3
2141.8 0.81 0.1279

gH Q Q

ND NDND

⎛ ⎞ ⎛ ⎞= − + +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

               (14) 
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Fig. 6 Polynomial approximation of measurement points 

3.4 Theoretical Head-Flow Characteristic Curve of a 
Centrifugal Pump 

Quite often the performance data for a specific pump is presented as H  versus 
Q . We can arrive at such a plot for a specific pump of impeller diameter 0D  and 

speed of operation 0N  by using the curves of dimensionless groups developed 

from tests of another geometrically similar pump operating at a different speed 
and over a range of flow Q  (Shames 1982). 

Multiplying equation (14) by ( )2
ND : 

2
2 2

4

0.127 0.81 2141.8D
H N NQ Q

g gD gD

−= + +8

              
(15)

 

This equation has the same form as equation (7) where: 

20.1279D

g
μ = , 

0.81

gD
λ =  and

4

2141.8

gD
κ −= . 

As the diameter of the impeller is equal to 0,112D = m, the equation (15) 
would be: 

22 13875157370000160 QNQ.N.H −+=                  (16) 
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Fig. 7 Comparision between theoritical and exprimentel Head-volume characteristic curve 
for diffrents rotational speed 

The dimensionless results shown in figure 6 have been obtained for a particular 
pump. They would also be approximately valid for a range of different pump sizes 
so long as all these pumps are geometrically similar and the cavitation is absent. 
Thus, neglecting any change in performance due to change in Reynolds number, 
the dynamically similar results in figure 6 can be applied to predict the dimension-
al performance of a given pump for required speeds. Figure 7 shows dimensional 
presentations of the pump presented as H  versus Q . It will be clear from the 

above discussion that the locus of dynamically similar points in the H-Q field lies 

on a parabola since H  varies as 2N  and Q  varies as N  (Dixon 2010). 

As we can see, only the experimental characteristic curves corresponding to the 
rotational speeds 1500 2500N< < show good concordance with the analytical re-
sults shown in figure 7. For 2500N >  rev/min, the inlet pressure head decreases 
and small vapor bubbles appear within the liquid and close to solid surfaces. The 
bubbles increase both in size and number, coalescing into pockets of vapor which 
affects the whole field of flow. This is called cavitation inception and commences 
in the regions of lowest pressure.  

This growth of vapor cavities is usually accompanied by a sharp drop in pump 
performance as shown conclusively. It may seem surprising to learn that with this 
large change in bubble size, the solid surfaces are much less likely to be damaged 
than at inception of cavitation. The avoidance of cavitation inception in conven-
tionally designed machines can be regarded as one of the essential tasks of both 
pump and turbine designers. However, in certain recent specialized applications 
pumps have been designed to operate under supercavitating conditions. Under 
these conditions large size vapor bubbles are formed but, bubble collapse  
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takes place downstream of the impeller blades. An example of the specialized  
application of a supercavitating pump is the fuel pumps of rocket engines for 
space vehicles where size and mass must be kept low at all costs. 

4 Conclusion 

In this paper, experimental and theoretical characteristic curves of a centrifugal 
pump have been determined in order to predict the performance of other geometri-
cally similar prototype machine. Experimental measurement on the pump rotor of 
the hydraulic facility (TE-83) were made to obtain the experimental head-volume 
characteristic curves. Dimensional analysis and similarities equations were applied 
on these curves for different rotating speeds in order to determine its characteristic 
equation. Theoretical curves were plotted depending on the characteristic equa-
tion. This curves show concordance with the experimental ones only for rotating 
speeds 1500 2500N< < . For higher speeds the characteristic curves show a sharp 
drop in pump performance due to the cavitation phenomenon. 
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Abstract. The importance of the geometrical description of the scroll wraps for 
scroll compressor models was shown in Blunier et al. (2006). In fact, geometry is 
one of the main factors affecting the efficiency of the compressor so that the 
geometry of scroll wraps has to be known before establishing an accurate 
thermodynamic model. Via formal calculus, this paper uses the novel description 
of the geometry based on the parametric equations for the circle involutes of 
Blunier et al. (2006), existence conditions of the conjugacy points on the circle 
involutes are also considered. Finally, a new coupled model which is based on 
synchronized pistons is introduced in order to couple the proposed geometric 
model with the thermodynamic model. 

Keywords: scroll, compressor, involutes, fluid mechanics, geometry, simulation. 

1 Introduction 

The scroll compressor for air or refrigerant was originally invented by Leon Creux 
(1905). The scroll compressor has been put into commercial use since the early 
1980s. The machine consists of two nested identical scrolls; classically, these 
scrolls are represented by involutes of circle. We can see in Figure 2 how we can 
assemble these two scrolls so that they can touch themselves at different points 
and form a series of successive chambers. Well known advantages of the scroll 
compressor are a small number of moving parts, high efficiency and a low level of 
noise and vibrations.  

However, the design of the scroll profile is difficult and this design plays a key 
role in their performances: thus analytical descriptions are useful and may 
investigate various shapes as done in a lot of papers. Modern analysis review of 
the geometries of the scroll compressor has been detailed in Bell et al. (2010) with 
references to Yanagisawa et al. (1990) for a complete analytical model of the 
compressor and the analysis of Halm (1997), Chen et al. (2002), Lee and Wu 
(1995) and Hirano et al. (1990) for the discharge process. Bell et al. (2010) cite 
also the major breakthrough in the scroll compressor geometry analysis of 
Gravensen et al. (1998); Gravensen and Henriksen (2001), with novel reference 
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frame. They announce the reference for the work of Blunier et al. (2006) and 
Blunier (2009) who introduced an original way to describe the geometry of the 
scroll wraps  and used the symmetries to establish a thermodynamic model of the 
scroll compressor. We present in this paper the development of a comprehensive 
scroll model, based on the idea of Gravensen (Gravensen and Henriksen, 2001) 
and Blunier et al. (2006), using a set of function developed with Mathematica. 
This analytical approach and computing method is able to successfully manage the 
complicated geometries. A new concept is introduced in this research. The fully 
coupled thermodynamic process is modeled by a series of synchronized pistons 
which represent the three chambers of the scroll compressor (suction, 
compression, discharge) and the valve opening ending the discharge process is 
modeled using a spring model.  

Let us note that we have to couple all these phenomena: 

-the pistons are synchronized due to the driving movement of the moving scroll  
-leakages between the chambers of these pistons come unavoidably from 

machining tolerance and wear. 
-opening process of the valve. 

In a first step and in order to achieve this coupling we assume that the 
mechanism of the valve is a single spring ((Chen et al. (2002)) with an opening 
yield-pressure. In future, others phenomena like stiction, acoustic of the flow may 
be considered.  

2 Analytical Analysis of Scroll Compressor Geometry 

We use in Figure 1 an involute of circle in a general frame. The fixed and orbiting 
scrolls are therefore defined as two involutes that develop around a common basic 
circle with radius r and are offset by a constant distance. Each involute is defined 
by introducing the orthonormal frame (t, n): 

Where  (φ) is the unit tangent vector and  (φ) the unit normal vector. The 
involute of a circle is given by Blunier et al. (2006):  

        φ  (2) 

Where r  is the involute basic circle radius,  φ is the involute angle,  φ  the 
internal or external involute initial angle with x {f, m} and y {i, e}. 

 

                                        (φ)=(Cos ,Sin )                                   (φ)=(−Sin ,Cos ) 
 

(1) 
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Fig. 1 Spiral geometry 

2.1 Fixed Scroll 

The representation of the fixed (f) scroll can be determined as follows: , , φ                    (3) 

f , , φ                     (4) 

Where S  and Sf  are, respectively, the external (e) and internal (i) involutes. 
The angles  φ  and φ  are the external and internal starting angles,  φ  the 
involute ending angle,  φ  and φ  the initial angles of the external and internal 
involutes. The domains of definition of the internal and external involutes are, 
respectively, ,  and Ii φis, φmax . 

2.2 Orbiting Scroll 

The geometry of the orbiting scroll is deduced from the fixed one but with an 
offset of π so that the two scrolls are in conjugacy. 

Defining θ as the orbiting angle, it follows: , , φ, , θ , ,                         (10) , , φ, , θ f , ,                          (11) 

The domains of definition of the internal and external involutes are, 
respectively,  Ie φes, φmax  and Ii φis, φmax . 

Where r0 rb φe0 φi0 π   is the orbiting radius. 
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The shape of the investigated scroll is shown in Figure 2, with the fixed scroll 
in red and the orbiting scroll in blue. 

 

 

Fig. 2 General Scroll reference frames 

2.3 Novel Reference Frame 

In order to exploit the symmetry of the two scrolls, a novel reference frame is 
presented in Figure 3 (Blunier et al. (2006)). In this frame, the representation of 
the fixed scroll is given by: S~ φ, θ                 (12) S~f φ, θ                  (13) 

The orbiting scroll is given by: S~ φ, θ S~ ,                                                  (14) S~ φ, θ S~f ,                                                   (15) 
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Fig. 3 Reference frames of the scroll compressor 

2.4 Points of Conjugacy 

The kth point of conjugacy φ  at the internal involute is determined by: φ θ, k 2 1     For k  1 . . 3                              (16) 

The kth point of conjugacy φ  at the external involute is determined by: 
 φ θ, k 2 1     For k  {1 .. 3}                          (17) 

3 Estimation of the Chamber Volumes 

3.1 Suction Chamber 

The suction chamber volume computation is expressed as follow: 

                                          (18) 

Where: 12 , ,12 , ,  

 

(19)

With 
3   2  

and h corresponds to the height of the scroll 
The resulting volume needs to be corrected by the area    .  
 

(a) Real reference frame (b) Novel reference frame 
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3.2 Compression Chamber 

In the same way, we define the area enclosed by the involutes of the orbiting and 
the fixed scrolls between two conjugate points, multiplied by the height of the 
scroll. 

S~f φ, θ xS~f φ, θ S~ φ, θ xS~ φ, θ   1   2                                                                                                                (20) 

01 is the central volume expressed in details in Blunier et al. (2006). 

3.3 Discharge Chamber 

The discharge chamber volume computation vs. the orbiting angle is given as:                                                     (21) 

The volumes of the suction, compression and discharge chambers are shown in 
Figure 4. Although volumes are representing through discontinuous functions, the 
compression process is continuous. Indeed, there is good continuity between 
suction, compression and discharge volumes as shown in the Figure 4: for 
example, when the suction chamber opens to compression chamber, there is good 
continuity of volume, pressure and temperature ensuring a continuous process. 

 

 

Fig. 4 Chambers volumes 
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4 Thermodynamic Model 

4.1 Governing Equations 

Following Howell (1999): “The governing equations for the flow are the 
compressible Navier-Stokes equations: 0                                                     (22)  λ μ   μ                      (23) 

Where ρ, u and p are the density, velocity and pressure fields, λ and  μ  are the 
dilatational and shear viscosities, and D / Dt is the usual convective derivative. 
Equation (22) represents conservation of mass, while (23) is the generalization of 
the usual incompressible Navier Stokes equation. 

We add the equation of state assuming a perfect gas:                                                              (24) 

Where the gas constant R: is  R c c  

With  is the specific heat at constant volume and  is the specific heat at 
constant pressure. 

Using the lubrication approximation, we end with the Navier- Stokes equations 
in a dimensionless form (see (Howell (1999) for more details) : 

Thus, 

0                                                   (25) 

                                 (26) 

A and B are found using the dimensionless version of (26) with boundary 
conditions (Howell (1999)). 

The conservation of mass equation (22) gives:                                                          (27) 

Now we simply substitute the analytic form (27) into (26), we find: 

                           (28) 

Where h is the gap thickness. 1  and 2  are the scroll velocities. 
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4.2 Solution in the Quasi-Steady Limit 

Equation (28) can be further simplified by taking the quasi-steady limit Ω 0 and 
if also we consider that the gas is isothermal. So, by setting Ω=0 in (28) we find 
that the flux: 

                                                (29) 

Now we simply divide by h θ  and integrate with respect to x from -  to + , to 
obtain: 

( ) ( )( )
( )( ) ( )( )

1

2

2
2

2
1 1

124
)(

−∞+

∞−
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

−
−= ∫ dx

hT

PP
q

θγθ
θθθ                               

(30)

 

This tells us how the leakage through the gap depends on the pressure: 
The main driving of leakage is due to the difference of pressure between 

chamber and also due the geometry of the channel. Howell remarks that the 
minimum gap thickness is very small so that the integral in (30) is dominated by 
the behavior of h near its minimum: in the neighborhood of this point, Howell 
approximates the integral in (30) with: 

( )( ) ( )θ
π

θ kd
dx

h 24

31
2/52

=∫
+∞

∞−

                                     (31) 

Where k is key geometrical parameter corresponding to the difference between 
the curvatures of the two channel walls at their closest point. We obtain finally: 

( ) ( ) ( )( ) ( )
( )( )129

2/52
2

2
1

−
−

=
γθπ

θθθθ
T

kdPP
q                                   (32) 

5 The Coupled Problem 

The coupled thermodynamic process is modeled by a series of synchronized 
pistons. Figure 5 shows three instantaneous positions for the successive chambers 
and the discharge process is modeled using a spring model (Chen et al. (2002)) 
with a stiffness k.  The chambers are interconnected by the leakage sections and 
we assure that the diameters of these sections depend on the  parameter so that 
full synchronization is done. 

We have a series of chambers, in the nth of which the gas is at pressure (  

and temperature ( . The flux between the nth and (n+1)th chamber is denoted by 
( , with the sign convention that ( >0 if the gas flow from chamber n to 

n+1. We know (approximate model of Howell (1999)) that in each gap between 
the chambers, the temperature is constant, but the value of that constant is affected 
by the sign of . 
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             Suction Compression Discharge 

 
(1) 

 
(2) 

 
(3) 

Fig. 5 Thermodynamic system modeled by successive pistons 

if ( >0 then the gas transported by (  has temperature ( , while if 
( <0 it is at ( . Thus we obtain the following expression for (  
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6 Conclusion 

This paper proposes an original way to describe the geometry of the scroll wraps 
via a mapping construction of synchronized «REPRESENTATIVES PISTONS” 
interrelated by leakage in order to establish a thermodynamic model of the scroll 
compressor. The object of the synchronization is to respect the chamber volumes 
because they are imposed by the spirals movement. 

Pn-1, Tn-1 
Pn, Tn 

Pn+1, Tn+1 

Pn-1, Tn-1 

Pn-1, Tn-1 

Pn, Tn 

Pn, Tn 

Pn+1, Tn+1 

Pn+1, Tn+1 

qn-1 
qn 

qn-1 qn 

qn-1 qn 
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A complete geometrical description of the scroll is given using Mathematica.  
The novel reference frame of Blunier et al. (2006) is used and the points of 
conjugacy are expressed. The compression process is described in detail and the 
estimation of the chamber volumes is given.  The compressible lubrication theory 
is used to obtain a theoretical prediction of the leakage between adjoining 
chambers in a scroll compressor.   
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Abstract. In this paper we propose to study the natural frequencies in pipe flows 
with consideration of fluid-structure interaction. More specifically, it is to assess 
system characteristics such as vibration response, the transfer function, the maxi-
mum pressure, etc., for a wide range of frequencies and show the influence of  
fluid-structure interaction in piping systems. The transfer matrix method and the 
Laplace transformation are used to calculate the natural frequencies of systems 
with various boundary conditions taking into account the fluid-structure interac-
tion. Results of numerical analysis for some simple piping systems are presented 
to illustrate the application of the proposed method and to show the effect of fluid-
structure interaction on the values of natural frequencies. 

Keywords: natural frequency, fluid-structure interaction, impedance method,  
resonance, Laplace transformation. 

1 Introduction 

In a network of pipes, during rhythm manoeuvres, it establishes a certain distribu-
tion of speed and load variations due to the propagation of pressure waves. 

For certain frequencies of these manoeuvres that coincide perfectly with the 
natural frequency of the installation, the amplitudes can become very large, so 
there is resonance. 

Usually, the traditional studies of frequencies don’t take into account the fluid-
structure interaction. They are acceptable for decoupled systems where the pipes 
are rigidly anchored but they are dubious for the systems less rigid because the 
dynamic behavior of the pipe may significantly affect the frequency spectrum of 
the piping systems. 

In this study, we present a method based on the transfer matrix and the Laplace 
transform. This method allows the analysis of natural frequencies of systems with 
various boundary conditions taking into account the fluid structure interaction. 

The model with four equations, representing the flow in pipes with fluid-
structure interaction, has been adopted in this paper. 
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2 Mathematical Formulation 

A description of a transient flow in horizontal axisymmetric thin walled pipes can 
be developed in the next section; we use the four equation model (Tijsseling 2003, 
Skalak 1956) for that. This mathematical model describes the axial vibration of 
liquid-filled pipes. Two fluid equations have been coupled with two wall pipe 
equations through boundary conditions and terms proportional to Poisson’s  
contraction ratio. 

The four equations, governing fluid pressure, , fluid velocity, , axial pipe 

stress, , and axial pipe velocity, , can be presented by a set of first order 
partial differential equations of hyperbolic type: 

                            (1) 

where  is shear stress, is Poisson ratio,  is the pipe radius,  is the 

pipe-wall thickness,  and  are mass densities of fluid and pipe-wall re-

spectively,  is the axial coordinate along the pipe and  is the time.  
The uncoupled axial wave speeds in the two media satisfy 

 and 

                     

(2) 

where  is Young’s modulus of pipe wall material and  is fluid bulk 
modulus. 

3 Transfer Matrix 

3.1 General Solution 

The equations (1) that govern the flow into pipes can be expressed with matrices 
as follow 

                  (3) 

where  is a vector of unknown physical (fluid velocity, pressure, etc.) and , 
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(4) 

          

(5) 

It is clear that the matrices  and  are regular. The matrix  that con-
tains the terms resulting in the dispersion can be singular. 

The friction coefficients ( , ) and the Damping coefficient  in matrix 

 are obtained from Zhang et al. (1999). 
Assuming that the initial conditions are zero, the Laplace transform of equation 

(3) is written 

                        (6) 

with  and  

The solution of the equation (6) is 

                          (7) 

The eigenvalues of  are the roots of the characteristic equation: 

                  (8) 

If the dispersion matrix  is zeros, this equation has four roots which are: 

                        (9) 
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                        (10) 

with  is defined by  

 and  are the celerity of pressure waves in the fluid,  and are the 

celerity of the stress waves in the pipe wall. 
Since  is a four-by-four matrix, then, from algebraic theory, the equation 

(7) can be written (Fröberg 1979, Hadj Taieb et al. 2002): 

   

(11) 

where  are defined by using the determinants:  

 with 

               

(12) 

 is obtained by replacing the elements  in  by 

.  

In equation (11), let  and , we get four relations 
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Suppose that the Laplace transformed boundary conditions are linear ( ) in 

and are known at the locations  and  of the domain . 
Then, upon assuming a total of  equations in  unknowns, there will 

generally be  relationships at each end. 
The boundary conditions at upstream ( ) and downstream ( ) end of 

the pipe can be expressed by 

                            (15) 

                           (16) 

Combining equations (13)-(16) and substituting into equation (11), we get 

                        (17) 

3.2 Impedance Matrix and Frequency Equation 

Combining equations (11), (15) and (16) we get: 

                  

(18) 

where  is the identity matrix and  is a zero matrix. 

Equation (18) may be written in matrix form 

                 (19) 

Since  is the external excitation acting at the end of the pipe,  is, 
therfore, the impedance matrix.  is the frequency response matrix of the pipe 
subject to the external excitation acting at the end of the pipe. 

Setting the right-hand term in equation (19) equal to zero. Since  is not 
always equal to zero, there must be 

           (20) 

Equation (20) is the frequency equation (Li et al (2002)) desired with  

as a variable, the natural frequencies can be obtained by setting the equation (20) 
equal to zero. 
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4 Applications and Results 

Considering the example studied previously by Zhang et al. (1999) which consist 
of a simple reservoir-pipe-valve system as shown in figure 1. The pipe is fixed to a 
constant pressure reservoir at its upstream end and has an unrestrained valve at its 
downstream end. In the steady state situation fluid is flowing from reservoir to 
valve. The properties of the fluid and the pipe are given in Table 1. 

At the time , the liquid and pipe wall at the valve are suddenly exited by 
an instantaneous closure of the valve. 

At the valve, the boundary condition is 

 and 
       

(21) 

where  is the initial fluid velocity ( ) and  and  are cross-

sectional area of fluid and pipe respectively. 
At the upstream end of the pipe, the constant pressure is equal to zero. 
 

 

Fig. 1 Reservoir-pipe-valve system 

The natural frequencies from decoupled and coupled models (for the pipe wall 
and the fluid) are given in Table 2. These results are determined by the frequency 
equation (20). 

In this example the FSI has led to the decrease of pressure wave speed in the 
fluid and the increase of stress wave speed in the walls of the pipe (

 and ) 

The celerity of pressure waves in equation (9) is smaller than the classical 

value , because the latter does not allow for the axial inertia of the pipe wall. 

The axial stress wave speed  in equation (10) is larger than the classical value 

, because the latter does not account for pressure changes provoked by axial 

stresses. 
When the natural frequencies of the fluid and the pipe wall are close to each 

other, there is a tendency that the coupled values of natural frequency to deviate 
from the uncoupled values. 
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Table 1 Properties of fluid and pipe 

Pipe Fluid 

  

  

  

  

  

  

  

  

  

Table 2 Natural frequencies in reservoir-pipe-valve system (Hz) 

Calculation 
with FSI 

Fluid  
( ) 

Fluid  
( ) 

Pipe 

12.4 13.12 12.82  

31.82 39.36 38.46  

55.69 65.59 64.1  

73.17 - - 64.45 

96.92 91.83 89.74  

116.19 118.07 115.39  

140.99 144.31 141.03  

160.53 170.54 166.67  

184.52 196.78 192.31  

202.04 - - 193.34 

225.68 223.02 217.95  

244.8 249.26 243.59  

269.58 275.49 269.23  

289.23  294.88  

This is the case for the frequencies of the fluid’s third and eighth modes (simple 
model) which have very similar to those of the pipe’s first and second modes,  
respectively. (See Table 2 and figure 2) 

For this reason, as shown in figure 3, the frequency spectrum’s pressure  
obtained by the coupled model completely changes its appearance compared with 
that without FSI near the natural frequencies of the pipe 64 Hz and 193 Hz. 

In the same frequency range, the number of natural frequencies with FSI  
increases relative to him without FSI (Table 2). 

 20 mL = 2.1 GPaK =
37900 Kg/mpρ = 31000 Kg mfρ =

0.002pf = 0.0005Hzff =

21HzpD =

8 mme =
210 GPaE =
 398.5 mmR =
0.3ν =

0Lm =

0.3ν = 0ν =
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Note that natural frequencies in Table 2 calculated by the proposed method are 
the same as those obtained from Zhang et al. (1999) using Laplace transformation. 

The matrix , including in the equation (3), contains terms of dispersion and 
damping. If the matrix  is not zero, the number of resonance frequencies  
and amplitudes of the parameters studied (stress, pressure, etc.) will decrease  
(figure 4). Subsequently the effects and risks of resonance are reduced. 

 

 

Fig. 2 Frequency spectrum of the determinant of the impedance matrix (Pipe wall and fluid) 

 

Fig. 3 Frequency spectrum of pressure at  (With and without FSI) 
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Fig. 4 Influence of dispersion on pressure frequency spectrum of at  

In the following, the piping system (figure 1) was excited with the natural fre-
quency (65.59 Hz) of decoupled model. The pressure upstream of the pipe is: 

                  (22) 

Downstream, the valve is kept closed. 
After resolution by the characteristic method (Tijsseling A S (2003)), the pres-

sure has been calculated at valve. The resonance phenomenon appeared (figure 5), 
but for the same frequency we get a beat phenomenon with FSI resolution. 

 

Fig. 5 Pressure at the valve with and without FSI 
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5 Conclusion 

In this work we were able to study the dynamic behavior of a simple piping  
system using the transfer matrix method. The results obtained show that the FSI 
led to the decrease of the pressure waves and to the variation of the frequency  
response of system. If the end of the pipe has the ability to move, the calculations 
with FSI are required because it is necessary to consider the coupling junction.   
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Abstract. The boundary layer separation on the upper surface of airfoils results in 
a decrease of the aerodynamic performances accompanied by vibrations and noise. 
Passive flow control with vortex generators (VGs) is a simple solution to delay or 
eliminate the flow separation. Lin’s generators V-shaped are among the most effi-
cient and allow a significant increase in lift associated with a drag reduction when 
their height is less than the boundary layer thickness. The present work concerns 
the effectiveness of a new VGs configuration, delta wing shape, placed on line on 
the suction surface of a curved profile (NACA 4412). The experimental study 
conducted in a wind tunnel at Reynolds number equals to 2.5 105 shows improved 
lift with an increase of 20% and one degree delay of the stall incidence. The study 
also highlights the VGs geometrical parameters influence such as their height, 
their position from the leading edge, their spacing and their apex angle. 

Keywords: Airfoil, Boundary layer, Vortex Generators, Lift.  

1 Introduction 

The flow on the upper surface airfoil is subject to an adverse pressure gradient 
when the incidence increases. This leads to the boundary layer separation which 
causes looses in the aerodynamic performances (lift decrease and drag increase). It 
is well known that the lift around an airfoil is rather created by the suction on the 
upper surface than the overpressure on the lower one. The flow control (Gad-el 
Hak et al. 1998) aims to delay or eliminate the fluid separation and then to take 
away its undesirable effects like vibrations and aerodynamic noise. 

Passive vortex generators (VGs) are simple use and known to bring momentum 
in the boundary layer which leads to the delay or suppression of the flow separa-
tion (Lin 1999, Bak et al. 2000, Godard and Stanislas 2006).  

Vortex generators enhance the aerodynamic performances and the most effi-
ciency are the Lin’s ones V-shaped when their height is less than the boundary 
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layer thickness (Lin 1999). Their interest is all the greater as they also have the 
advantage to be retractable when they are not in use. 

The present work focuses on the control of incipient separation on the upper 
NACA 4412 airfoil by means of VGs with delta shape to improve the aerodynam-
ic performances. The choice of the delta wing configuration type to control the se-
parated flow is linked to the formation of two strong vortices at its leading edges. 
These vortices are counter-rotating ones which are the most efficiency for the flow 
control. Furthermore, they break down only at high incidences. The obtained re-
sults are analyzed taking into account in several parameters such as spacing, the 
height, the apex angle, and the relative incidence angle of VGs as well as their  
position according to the chord length. 

2 Experiments Description 

2.1 Experimental Conditions 

The studied model is the NACA 4412 profile; the chord length is L = 150 mm and 
the depth is equal to 200 mm. The lift force was measured by way of an aerody-
namic balance connected to an acquisition chain. Each test realized was repeated 
three times and averaged. The time of acquisition was 60 s with 500 Hz frequency. 

All the experiments were performed in a Deltalab™ type open circuit. Maxi-
mum speed is higher than 45 m/s. The turbulence rate is fixed by a grid at the en-
try of 5×5 mm2. The length and the wind tunnel section are respectively 100 cm 
and 30×30cm2. 

2.2 Vortex Generators 

The vortex generators studied are small delta wings placed on the suction face of 
the airfoil. The choice for using the delta wing configuration type to control the 
separated flow resides in the fact that when a delta wing is subjected to a wind 
flow, starting from relatively weak incidences, it’s observed the appearance of 
winding vortices at the leading edges which produces two swirls generated by the 
longitudinal flow. These two vortices are known to be very strong, bursting only 
at high incidences (Werlé 1971) and they may bring momentum in the boundary 
layer to delay its separation. 

A line of the vortex generators is laid on the suction face of the NACA 4412 
profile at x/L = 0.1 as shown in Fig.1. The delta wings are set relatively at weak 
incidences in order to avoid the unhooking of the wings. The influence of the VGs 
geometrical parameters (Fig. 1) such as spacing [λ], the height [H], the apex angle 
[β], the relative incidence angle of VGs [γ] as well as their position according to 
the chord length were considered and are presented in the following. 

The boundary layer thickness δ around the airfoil without the VGs was first 
numerically determined using a CFD code (Fluent) in order to take this parameter 
into account in the design of the VGs. Its value is estimated to 3 mm at x/L = 0.16 
for a Reynolds number equal to 2.5 105.  
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Fig. 1 Shape and disposition of the delta VGs 

3 Results and Discussion 

The effect of the passive flow control on the profile is presented in the following 
sections. NACA 4412 airfoil brand the unhooking around of 18 degrees and only 
the attack angles at post stall (19°) are described as part of this comparative study. 
The objective is focused on the aerodynamic lift increase and the contributions of 
the different geometrical parameters above enumerated. 

The lift coefficient CL is commonly defined as: 

      (1) 

Fy is the lift measured with the aerodynamic balance, ρ is the volumic weight, S 
the surface airfoil and U∞ the upstream velocity which was fixed to 25 m/s corres-
ponding to 2.5 105 Reynolds number. 

The results shown in Figs. 2-6 illustrate the aerodynamic load related to the 
variation of the vortex generators geometrical parameters. The lift is expressed as 
a percentage profit related to the baseline case. 

The measurements of the data lift in Fig. 2 denote the variation effect of the H 
parameter; the curve shows a behavior which increases from H/δ = 1.1 until  
H/δ = 1.8, where a decreased performance is observed. It is noticed that the values 
of H/δ lower than 1.1 were not represented sake of loud noise production by the 
VGs. For this first configuration the other parameters were kept constant and rela-
tively equal to β = 45°, γ = 10°, λ =19 mm and x/L = 0.1. 

Thereafter, H/δ is kept constant and equal to 1.8 whereas the remaining para-
meters are varied one after the other in order to determine the influence of each 
one on the lift enhancement. The same procedure is then repeated to each varied 
parameter in order to find its optimal value, and so on. However, the different 
geometric parameters may interact and the optimization scheme appears somehow 
in a simplified way. 

The variation effect of the λ parameter (Fig. 3) is observed to spacing between 
3.8 < λ/H < 4.6, due the formation of a quasi-constant level on the highlighted 
range and then one can see a decrease of the generated lift. So, it's recommended 
to maintain the spacing λ/H =3.8 for the remainder of the study which allows addi-
tional VGs for better performances.  
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Fig. 2 Effect of the height H of the Δ-VGs, β=45° 

 

Fig. 3 Effect of the spacing λ between the Δ-VGs, β=45° 

The evolution of the lift as a function of the relative incidence γ (Fig. 4) shows 
a linear increase up to γ = 10°. From this incidence, we see the beginning of the 
fall in overall performance; this is probably due to the stall of the delta wings VGs 
and the cessation on the production of organized vortices. The experiments were 
conducted in a range of angles from β = 30° until β = 74.6° but only the case cor-
responding to β = 45° is here presented. 

It is well known than the leading edge vortices are formed at an incidence 
around seven or eight degrees. This can explain the inefficiency of the VGs at the 
lowest incidence tested (5 degrees) as shown in Fig. 4. One can also see in this last 
figure than the maximum lift generated by the VGs is obtained for 10 degrees of 
the relative incidence. 
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For the study of the apex angles effects (Fig. 5), all used angles are privileged 
ones that are known to be able to create high intensity vortices compared with the 
non-privileged ones (Le Ray et al. 1985). A peak value is distinguished for β = 45° 
which produce a maximum lift profit that can reach approximately 16.5%. 

 

Fig. 4 Effect of the relative incidence angle γ of the Δ-VGs, β=45° 

 
Fig. 5 Apex angle β effect of the Δ-VGs 

The position effect along the chord length was also studied by moving the line 
of the vortex generators. The outlined curve shows that the VGs effectiveness de-
creases while displacing from the leading edge (Fig. 6). The best recorded position 
equals 10%. 

The final configuration of the flow control on the NACA 4412 airfoil was com-
posed by VGs having the obtained optimal parameters and was supplemented by 
two others VGs. The lift coefficient versus the angle of attack is represented in 
Fig. 7 for the controlled and the uncontrolled flows. One can see in this figure that 
the total profit lift can reach 19% with one degree stall angle delay. 
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Fig. 6 VGs position effect on the lift coefficient along the chord length 

 

Fig. 7 Maximum lift profit of the final Δ-VGs configuration, Re=2.5 105 

4 Conclusion 

We have in the foregoing proposed a new configuration of vortex generators of 
delta wing shape and determined some characteristics in order to improve the 
aerodynamic performances of NACA profiles. The study has shown lift enhance-
ment and highlighted the several geometrical parameters importance. 

The maximum profit is obtained when the geometrical parameters of VGs are 
maintained to H/δ = 1.8, λ/H = 3.8, γ = 10° and β = 45°. 

The flow control with the delta wings VGs reaches 20% in lift increase and a 
delay of one degree of stall angle for the considered Reynolds number. 

0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24 0.26
8%

10%

12%

14%

16%

18%

20%

X/L

Δ 
C

L 
/C

L m
ax

0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

α (°)

C
L

 

 

10 VGs
H/δ=1.8
λ/H=3.8
γ=10°
β=45°

Uncontrolled flow

Controlled flow
Lift
profit

Delay
of stall



www.manaraa.com

Passive Control on the NACA 4412 Airfoil and Effects on the Lift 781 

References 

[1] Gad-el-Hak, M., Pollard, A., Bonnet, J.P.: Flow control: fundamentals and practices. 
Springer, Heidelberg (1998) 

[2] Lin, J.C.: Control of turbulent boundary-layer separation using micro-vortex genera-
tors. AIAA paper, 3404 (1999) 

[3] Bak, C., Fuglsang, P., Johansen, J., Antoniou, I.: Wind tunnel tests of the NACA 63-
415 and a modified NACA 63-415 airfoil. Risø National Laboratory, Roskilde, Den-
mark (2000) 

[4] Godard, G., Stanislas, M.: Control of a decelerating boundary layer. Part 1: Optimiza-
tion of passive vortex generators. Aerospace Science and Technology 10(3), 181–191 
(2006) 

[5] Werlé, H.: Sur l’éclatement des tourbillons. Office National d’Études et de Recherches 
Aéronautiques (1971) 

[6] Le Ray, M., Deroyon, J.P., Deroyon, M.J., Minair, C.: Critères angulaires de stabilité 
d’un tourbillon hélicoïdal ou d’un couple de tourbillons rectilignes, rôle des angles 
privilégiés dans l’optimisation des ailes, voiles, coques des avions et des navires. Bul-
letin de l’Association technique maritime et aéronautique, 511–529 (1985) 



www.manaraa.com

 

  
© Springer International Publishing Switzerland 2015 
M. Chouchane et al. (eds.), Design and Modeling of Mechanical Systems - II, 

783 

Lecture Notes in Mechanical Engineering, DOI: 10.1007/978-3-319-17527-0_78  

On the Existence of Wavy Plug-Zone  
for a Bingham Fluid in Mixed Convection 
between Two Horizontal Plates 

Hakim Mkacher and Abdelhak Ayadi 

Computational Fluid Dynamic and Transfer Phenomena ENIS, University of Sfax, Tunisia 
{Hakim.mkacher,Abdelhak.ayadi}@gmail.com 

Abstract. In this paper, we carried out a two dimensional simulation of a 
Bingham fluid or commonly named yield-stress fluid in Rayleigh-Bénard 
Poiseuille flow between two horizontal plates with the non-slip boundary 
condition. The pure laminar flow of such fluid is characterized by a central high-
viscous zone. Raising the Rayleigh number in the aim to assist to convective 
instability passes through a primordial state where streamlines present wavy 
shape. This work investigates the existence of a central continuous high-viscous 
zone in such state for the combination of dimension-less numbers Bn=10, Pr=7 
and Re=1. The bi-viscous model is used to describe the rheological behavior of the 
Bingham fluid. The simulations are carried on Fluent software. In reliance on the 
present results, the rigid zone described in a Bingham Poiseuille flow does not 
seem obvious that it remains fully continuous. Indeed, in a Bingham Poiseuille 
Rayleigh-Bénard flow, the high-viscous zones present boomerang shaped 
fragments even when the streamlines are slightly wavy and the Rayleigh number 
is below the threshold of the convective instability. To conclude, one can predict 
that the critical Rayleigh number is identified and is estimated between 7125 and 
7135 for the considered dimension-less numbers. 

Keywords: Poiseuille Rayleigh-Bénard flow, Bingham fluid, mixed convection, 
plug- zone, critical Rayleigh number. 
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Nomenclature 
ui 
xi  
 
α 
β 
 
γ 
 
δij 
λ 
μ0 

μ 
ρ  
τy 

ith velocity component (m/s) 
coordinate in the ith direction 

(m) 
thermal diffusivity (m2/s) 
 thermal expansion 

coefficient (1/K) 
ratio between the two 

viscosities (=μ/ μ0) (-) 
Kronecker symbol 
thermal conductivity (W/mK) 
yield viscosity (Ns/m2) 
plastic viscosity (Ns/m2) 
density (m3/kg) 
yield stress (N/m2) 

Bn 
Cp 
 
e 
g  
L 
P 
Pe 
Pr 
Ra 
Re 
T 

Bingham number (-) 
specific heat at constant pressure 
(J/kg K) 
half of the gap (m) 
gravitational acceleration (m/s2) 
length of the domain (m) 
static pressure (N/m2) 
Peclet number 
Prandtl number (-) 
Rayleigh number (-) 
Reynolds number (-) 
temperature (K) 

1 Introduction 

Bingham or commonly called yield-stress fluids represent a wide range of 
industrial and daily-use fluids (glue, toothpaste, gel, yogurt…). Their rheological 
behavior is characterized by the existence of a rigid-like zone or plug-zone if the 
shear stress is under a unique threshold property of the fluid. 

To describe the behavior of these fluids, Bingham introduced his own model 
(Bingham 1922) considering the plug-zone as solid. This model is the simplest but 
includes the major ambiguity that the material is considered at the same time fluid 
and solid. 

Several regularized models were introduced to define a viscosity in the plug-
zone. Papanastasiou (Papanastasiou 1987) added an exponential term in the 
constitutive equation to represent the area below the threshold as high-viscous 
instead of rigid. 

The bi-viscosity model defines a proper viscosity in the plug-zone and another 
elsewhere as shown by Ayadi (Ayadi 2011). By changing the ratio between the 
two viscosities γ, the bi-viscosity model can mimic at once Newtonian and yield-
stress fluids. O’Donovan and Tanner (O’Donovan and Tanner 1984) showed that 
taking γ=10-3 is sufficient to describe Bingham fluids correctly. It is worth to 
mention that the bi-viscosity model can be retrieved from the Herschel-Bulkley 
model (Herschel and Bulkley 1926) taking the fluidity index n=1. 

In mixed convection or Rayleigh-Bénard Poiseuille flow, convective cells 
appear when the Rayleigh number reaches a critical value Rac. This value remains 
an elusive element in the literature because no criteria were fixed to precisely 
indicate the transition to convective instability. 

The genesis of Bénard cells passes through primordial mode where streamlines 
present wavy shape. In this paper, we investigate whether the plug-zone of the 
yield-stress fluid will remain intact during this primordial mode. 
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2 Mathematical Background 

The bi-viscosity model is used to represent a Bingham fluid. 

2.1 Constitutive Equations for a Bi-viscous Fluid τ µ γ                                  for τ τ                              (1) τ µ γ                        for τ τ                             (2) 

Where τ τ 1 µµ , τ tr τ. τ ,     γ tr γ. γ  

2.2 Dimension-Less Governing Equations 

The governing equations can be written in two different ways depending on the 
region of interest: 

• In the high-viscous region: 

Mass conservation equation:  0     (3) 

Momentum conservation equation: Reγ PeReγ u γ P δ RaγT Pe   (4) 

Energy conservation equation:  T Pe u T T
   (5) 

• In the fluid region: 

Mass conservation equation: 

 0    (6) 

Momentum conservation equation:  Re PeRe u P δ RaT Pe PeBn 1 γ  (7) 

Energy conservation equation: T Pe u T T
   (8) 

The (*) sign is used to indicate non-dimensional terms. The dimension-less 
form is obtained by using U  the medium horizontal velocity as velocity scale, the 
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gap between the two plates 2e as length scale, U 2e⁄  as velocity gradient scale, µα 4e⁄  as pressure scale and 2e /α as time scale. The modified non-
dimensional temperature T  is T T TC TH TC T TC ∆T⁄⁄ . 

Finally, the dimension-less numbers are defined as: Bn 2eτ µU⁄ ,Pe 2eU α⁄ , Pr µC ⁄ λ, Ra 8e ρgβ∆T µα⁄  
and  Re  2eρU /µ. 

3 Numerical Implementation 

3.1 Numerical Methods 

FLUENT software is used to solve the conservation equations of mass, 
momentum and energy. The Boussinesq approximation is employed to simulate 
buoyancy forces while the properties of the fluid are considered independent of 
temperature. 

A second order unsteady solver is used with the time step size Δt 0.1s. 
Further, a second order upwind scheme is used to discretize the momentum and 
energy equations, as well a second order scheme for the pressure gradient. The 
convergence criterion is set to 10-6 for all the scaled residuals. 

3.2 Computational Domain 

The computational domain is shown in figure 1. The two horizontal walls are 
maintained at different temperatures where TH>TC. The non-slip boundary 
condition is employed. 

 

 

Fig. 1 Schematic of the computational domain 

At the entry, Poiseuille flow and linear temperature profile are imposed. To 
avoid backflow at the exit, two extensions were added. In the first extension, the 
temperature difference between the horizontal walls is reduced gradually. For the 
second extension, the walls are maintained at the same medium temperature Tmed. 
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Initial conditions are the Poiseuille flow for the velocity and TC for the 
temperature. The aspect ratio of the main part is 1:10 with a structured and 
uniform mesh of 40x400. The horizontal mesh density of the rest of the domain is 
reduced to minimize numerical costs. For the rest of the paper only results 
concerning the main part will be shown. 

3.3 Validation 

Validation of our method is obtained by reproducing previous experimental works 
of Ouazzani (Ouazzani et al. 1990) and numerical works of Nicolas (Nicolas et al. 
1997) using the water as a fluid of study. Table1 represents the maximum vertical 
velocity recorded in the medium horizontal plane for different Reynolds and 
Rayleigh numbers. 

Table 1 The maximum vertical velocity obtained by the present work and previous works 

Ra Re Vmax (µm.s-1) 

Present study 

Vmax (µm.s-1) 

Ouazzani experimental 
study 

Vmax (µm.s-1) 

Nicolas numerical 
study 

1804 0.21 79 106 71 

2490  295 292 289 

2420 0.19 280 273 274 

 0.53 276 273 273 

 0.65 276 273 273 

2024 0.15 181 180 174 

 0.42 179 180 173 

 
Simulations were carried for Bn=10, Re=1 and Pr=7. Rayleigh number was 

varied in the aim to assist to the previously described primordial mode. 

4 Results and Discussion 

We have changed the Rayleigh number to get closer to the critical state without 
driving the flow to convective instability. For Ra=7125 (Fig. 2), the plug-zone is 
already destroyed even the streamlines are slightly wavy. The plug-zone is sawn 
in inflection areas (where the streamlines change direction) showing boomerang-
shaped fragments. For simulation with Ra=7000, 7100 and 7125, fluctuations in 
the streamlines will vanish, leaving the Poiseuille flow take over the running. 
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Fig. 2 Streamlines for Ra=7125 with high-viscous zones shaded in dark gray, (a) t=600s,  
(b) t=700s and (c) t=800s 

In the case of Ra=7135 (Fig. 3), the fragmented areas materialize at the 
beginning, but the convective instability overcomes the laminar flow, giving birth 
to Bénard cells, while the rest of the plug-zone is almost disintegrated under the 
high shear stress. 

The graphic shown in figure 4 (Fig.4) Represents the vertical velocity in 
function of time recorded at the horizontal mid-plane at x1=10e (five times the 
gap). In other words, it shows the footprint of fluctuations in streamlines passing 
through the considered point. 

For Ra=7100 and 7125 the decrease of the magnitude of the vertical velocity 
beyond 600s announces the transition from the primordial mode to a pure laminar 
flow. Although, for Ra=7135, the expansion of the fluctuations witnesses the 
convective instability switch, confirmed by the formation of convective rolls. 
Therefore, for Bn=10, Pr=7 and Re=1, the critical Rayleigh number is located 
between these two values (7125<Rac<7135). 
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Fig. 3 Streamlines for Ra=7135 with high-viscous zones shaded in dark gray, (a) t=600s,  
(b) t=700s and (c) t=800s 

 

Fig. 4 Vertical velocity function of time recorded at the horizontal mid-plane for x1=10e 
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5 Conclusion 

Laminar mixed convection of yield-stress fluid between two horizontal plates has 
been processed numerically for specific Reynolds, Prandtl and Bingham numbers 
(Re=1, Pr=7, Bn=10) and a range of Rayleigh numbers around the critical value 
(7000≤Ra≤7135). For Ra=7125 which is below Rac, even the streamlines are 
slightly wavy, the shear stress is enough to destroy the plug-zone. Therefore, In 
our case, the combination of dimension-less numbers will not result in a wavy 
plug-zone. 

The initial conditions considered in our case gave rise to a first traveling 
instability that will vanish if the flow become purely laminar or will grow giving 
birth to convective instability. We have characterized this switch upon the 
variation of the temporal vertical velocity values token in a specific point in the 
horizontal mid-plane. 

The fragmented high-viscous regions are located where the shear stress is 
minimal, mainly in straight streamlines and around the epicenters of the 
convective rolls. 
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Abstract. In this paper, new correlation of hydrogen-natural gas mixture 
compressibility factor will be built. Based on Soave Redlich-Kwong (SRK) real 
gases equation of state (EOS) and under an isothermal condition, the evolution of 
gas compressibility factor will be followed up and compared to experimental data. 
The established correlation will be used to solve equation of motions in steady 
state and to evaluate the pressure drop through hydrogen natural-gas mixture 
pipeline. 

Keywords: SRK equation of state, compressibility factor, hydrogen-natural gas 
mixture, linear regression. 

1 Introduction 

The pressure-volume-temperature (PVT) behavior of gases was the subject of 
numerous researches along the four previous centuries. 

In 1845, Victor Regnault and by applying Avogadro’s hypothesis on the 
volume occupied by one mole of an ideal gas, introduced the general equation of 
state on ideal gases , where  is the number of moles of gas and  is 
the universal gas constant. This relationship is the general equation that governs 
the PVT behavior of all substances that behave as ideal gases. In 1873, Johannes 
Diderik Van der Waals proposed correction terms to the Regnault ideal gas 
equation ( ). He added additional terms to both the  (pressure) and  
(volume) variables in the ideal gas equation. these new correction terms 
introduced the effect of molecular attraction forces on the pressure term and took 
into account the size of real molecules on the volume term, in that way, Van der 
Waals replaced the pressure  in ideal gas equation with ( V⁄  and the 
volume  with (  –  ), so that his equation of state was written under the form: 

  V⁄                                                (1) 
where the terms  and  described, respectively, the molecular interaction forces 
and the actual volume occupied by the gas molecule. 
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Inspired from Van der Waals efforts, a large number of equations of state was 
constructed and several modifications were made to the original VDW equation, 
one can cite Pitzer EOS (1955), Beattie-Bridgeman EOS (1927), Benedict-Webb-
Rubin (BWR) EOS (1940) and Redlich-Kwong EOS (1949). In 1955, Pitzer 
introduced the concept of acentric factor. This presents a measure of the 
configuration and sphericity of the molecule. In 1972, Giorgio Soave modified the 
Redlich-Kwong equation and introduced what known as SRK EOS. 

In this paper, the SRK EOS will be the basis to establish a linear correlation of 
the compressibility factor evolution in binary gas mixture. The established  
factor expression will be used to integrate motions equation and to develop an 
expression of the pressure drop through pipeline of gas mixture. 

2 SRK Equation of State  

For computing purposes, a correction factor is introduced into the ideal gas EOS 
of state so, for real gases, the equation of state in its general form is written:                                                                         (2) 

Where  is the pressure,  is the molar volume of the gas,  is the 
compressibility factor  is the universal gas constant and  is the temperature 

The major limitation of the above equation is that the gas compressibility factor Z is not a constant but it’s a function of the pressure and the temperature of the 
considered gas, it was usually determined experimentally. However many 
correlations were established to evaluate Z with direct relations (Papp Correlation, 
1995; Beggs and Brill correlation, 2005) or iterative relations (Hall-Yarborough 
Correlation, 1973; Dranchuk-Abu-Kassem Correlation, 1975) or even by 
considering a pseudo-constant Z factor in isothermal condition (Tabkhi, 2011). 

Added to that, the SRK equation of state is written as follows (Tester and 
Modell, 1996; Prausnitz et al., 1998; Sandler, 1999):                                                                 (3) where 0.08664                                                                (4) 0.42748 1 1                                   (5) 

 and  are respectively the critical temperature and the critical pressure of 
the considered gas,  is the reduced temperature defined by:                                             (6) 

and 0.480 1.574 0.176                                          (7) 
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where  is Pitzer’s acentric factor defined as follows 

1                                    (8) 

 is the saturated vapor pressure of the gas at  0.7  
Equation (2) can be written as follows                                                                       (9) 

Equation (9) combined with equation (3) (the SRK EOS) gives: 1                                                  (10) 

Equation (10) is a 3rd order equation in term of Z, its development leads to: 0  (11) 

The cubic equation (11) was numerically solved and the evolution of the 
compressibility factor  versus pressure  for different temperature values was 
compared to curves issued from experimental data. Figure 1 shows a good 
concordance between numerical and experimental results for methane 
compressibility factors mainly for medium and high pressure range. 

 

 

Fig. 1 Methane compressibility factor evolution (Experimental data source: Jeffrey L. 
Savidge, 2000) 

In the following section, and using Matlab software for solving equation (11), a 
new correlation of Z factor expression for binary gas mixture will be established. 
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3 Compressibility Factor of Hydrogen Gas Mixture in 
Isothermal Condition 

For pure substances, SRK EOS parameters  and  are determined by using the 
critical properties and the acentric factor. For mixtures, the parameters  and  are 
expressed through defined mixing rules. Most of the applications of EOS to 
mixtures used the classical Van der Waals mixing rules which give accurate 
results [Adachi and Sugie, 1985; Trebble, 1988; Shibata and Sandler, 1989]. 

The classical VDW mixing rules are given by the following expressions: ∑ ∑                                                 (12) ∑ ∑                                           (13) 

where  is the mole fraction of the component  ,  and   are 
parameters corresponding  to pure component   while  and     are 
called  the  unlike-interaction parameters. 

Customarily, the geometric mean is used for the force parameter  while the 
arithmetic mean is used for the volume parameter :                                                              (14)                                                                     (15) 

Taking into consideration equation (15), the expression of  will be reduced to 
the following one-summation simple form: ∑                                               (16) 

For a binary mixture, using equations (12) and (16), one obtains: 2 √                                       (17)                                                              (18) 

Considering a binary mixture of hydrogen and natural gas and, Table 1 shows 
the physical properties and the SRK EOS parameters  and  of hydrogen and 
natural gas calculated using equations (4) and (5) in a temperature 288  . 

Table 1 Physical properties and SRK EOS parameters of hydrogen and natural gas 

 
Hydrogen 

(H2) 
Methane(CH4) Unit 

Molecular weight (  2.02 16.04 /  

Critical temperature (  33.2 190.65  

Critical pressure (  13.5 45.5  

Acentric factor (  -0.215 0.008 

 1.3362.10-7 1.8864.10-6 . .
 1.8072.10-5 3.0251.10-5 .  
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Let  be the mole fraction of hydrogen in the mixture, applying the simple mixing 
rules given by equations (17) and (18) for different mole fractions, the values of the 
SRK EOS parameters  and  of the binary mixture are reported in table 2. 

Table 2 SRK EOS coefficients values for the mixture (T=288K) 

 0 0.25 0.5 0.75 1 

 1.8864.10-6 
1.2577.10-6 7.5604.10-7 3.8134.10-7 1.3362.10-7 

 3.0251.10-5 2.7206.10-5 2.4161.10-5 2.1117.10-5 1.8072.10-5 

 
 

 

 

 

 

Fig. 2 Linear regression of the compressibility factor evolution 

0 10 20 30 40 50 60 70 80 90 100

-0.05

0

0.05

 

 

Linear: norm of residuals = 0.019568

0 20 40 60 80 100
0.8

0.85

0.9

0.95

1

Pressure(bar)

C
om

p
re

ss
ib

ili
ty

 fa
ct

or

 

 
Actual variation
Linear approximation

T=288K, y=0

0 10 20 30 40 50 60 70 80 90 100

-0.05

0

0.05

Linear: norm of residuals = 0.014452

0 20 40 60 80 100
0.92

0.94

0.96

0.98

1

Pressure(bar)

C
om

pr
es

si
bi

lit
y 

fa
ct

or

 

 
Actual variation
Linear approximation

T=288K, y=0.25

0 10 20 30 40 50 60 70 80 90 100
-0.04

-0.02

0

0.02

0.04

Linear: norm of residuals = 0.0089237

0 20 40 60 80 100
0.95

0.96

0.97

0.98

0.99

1

Pressure(bar)

C
om

pr
es

si
bi

lit
y 

fa
ct

or

 

 

Actual variation
Linear approximation

T=288K, y=0.5

0 10 20 30 40 50 60 70 80 90 100
-0.01

-0.005

0

0.005

0.01

Linear: norm of residuals = 0.0014688

0 20 40 60 80 100
0.95

1

1.05

1.1

Pressure(bar)

C
om

pr
es

si
bi

lit
y 

fa
ct

or

 

 

Actual variation
Linear approximationT=288K, y=1



www.manaraa.com

796 Z. Hafsi et al. 

 

Considering the calculated SRK EOS parameters of the mixture in an 
isothermal condition ( 288 ) and in a range of pressure 0 100 , 
equation (11) was numerically solved and the evolution of the compressibility 
factor  versus pressure for different  values is shown in figure 2. 

The above curves show that, in the considered range of pressure, a linear 
approximation of Z factor’s isothermal evolution is acceptable, then:                                                                 (19) 

where ,  and ,  depend on the temperature and the mole 
proportions of the gas mixture components. 

Table 3 shows the calculated coefficients of equation (19) at 288  and for 
different mole fractions of hydrogen in the mixture.  

Table 3 Coefficients of the linear approximation  

 0 0.25 0.5 1 

 -166.26.10-5 
-71.636.10-5 -7.4351.10-5 56.396.10-5 

0.99299 0.99421 0.99624 0.99936 

4 Steady State Analysis 

The mass conservation and momentum laws, applied to an element of fluid 
between two sections of abscissa  and  of an horizontal pipe, lead to the 
following equations that describe one-dimensional adiabatic compressible gas 
flow (Wylie et al, 1993): 
 0                                                  (20) | | 0                                          (21) 

where  is the coefficient of friction,  is the velocity of the gas,  is its density,  
is its pressure and  is the pipe internal diameter. 

Mass flow rate , also called pipe throughput, is expressed as function of the 
density, the gas velocity and the cross section area of the pipe :  (22) 

Using equation (9), the gas density  can be expressed, by introducing the 
compressibility factor  and the average molecular mass of the gas , as follows:                                                                          (23) 

For gas mixture,  can be calculated using the simple mixing rule (Kay’s rule): ∑                                                                (24) 
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Where ’s are the molecular masses of species. 
Considering equation (23), equations (21) and (22) can be, rearranged in the 

basis of mass flow rate and pressure, expressed as follows: 0                                                           (25) | | 0                                    (26) 

In the case of the steady state ( 0), equations (25) and (26) become: 0                                                                         (27) | | 0                            (28) 

Considering equation (27), equation (28) is written: | | 0                                       (29) 

Taking into account equation (19), in isothermal condition it comes: | | 0                (30) 

Which leads to: | |                                     (31) 

Denoting, | || |                                                  (32) 

It can be written then:                                                          (33) 

Integrating equation (33) between 0 ( ) and  ( ), one 
obtains | |  (34) 

The friction factor λ is given by Colebrook-White equation (Giles 1962; Fox 
1992; Shames 1989; White 1994): 

 √ 2 . . √                                       (35) 
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where  is the internal roughness of the pipe and  is the Reynolds number. 
For fully turbulent flow or a rough turbulent flow ( 0 , the second term 

of equation (35) can be neglected and it can be, simply, written: 

√ 2 .                                                 (36) 

5 Case Study 

The studied case is an installation composed of a compressor pumping the 
hydrogen-natural gas mixture through a steel Sch80 pipeline ( 900 ).as 
shown in figure 3. The pipe characteristics and the friction factor calculated using 
equation (36) are reported in table 4. 
 

 

Fig. 3 Gas mixture installation 

Table 4 Tubular pipes material properties: 
steel Sch 80 pipe (ANSI standards) 

Designation Value Unit 

Internal roughness ( ) 0.0459  

Nominal Pipe Size ( ) 500  

Internal diameter ( ) 455.625  

Friction factor ( ) 1.012  

 
An entry pressure 70  is applied in the upstream side with a mass flow 

rate  60 /  of the gas mixture. Figure 4 shows a comparison of the 
pressure drop along the pipeline between the developed model and the model that 
considers the compressibility factor as a constant (Tabkhi, 2011). The comparison 
between these two models is considered for natural gas ( 0). In the model of 
(Tabkhi, 2011), the compressibility factor is a function of the critical properties of 
the gas mixture, average pressure of the pipe segment and the temperature that has 
been considered as constant (Mohring et al., 2004): 

 1 0.257 0.533                                           (37)                                                         (38) 

According to figure 4, it can be noted that assuming a constant compressibility 
factor may be sufficient in short pipes but in long and relatively long ducts, the  factor variations have to be taken into account. In fact, the latter influence the 
pressure drop value in steady state which will affect the transient regime behavior.  

Figure 5 illustrates the evolution of pressure through the pipe for different 
values of hydrogen mole fractions. It shows that the injection of hydrogen in the 
natural gas duct increases the pressure drop value.  
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Fig. 4 Comparison between models Fig. 5 Pressure drop through the duct 

6 Conclusion 

In this study, a linear approximation of hydrogen-natural gas mixture 
compressibility factor evolution was carried out and validated. Thus, a new 
expression of pressure drop through gas duct was established and used to evaluate 
the pressure evolution in a gas mixture installation for different mole fractions. 

The compressibility factor approximation was based on resolution of cubic 
equation derived from SRK EOS in isothermal condition using Matlab software. A 
linear regression using Matlab fitting curves was adopted and validated. 
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Abstract. This paper shows numerical simulations of the three-dimensional fluid 
flow through centrifugal pump. The standard turbulence model k ε−  is adopted 
to describe the turbulent flow process. These simulations have been made with a 
steady calculation using the multiple reference frames (MRF) technique to take 
into account the impeller volute interaction. The computational domain composed 
by a single stator and rotor blade passages is discretized by a structured multi-
block meshes .The transport equations associated with the appropriate boundaries 
conditions are solved by the ANSYS CFX finite-volume code. In addition, the 
steady state simulation are made to construct the performance for centrifugal 
impeller. This work is aimed to analyze the pressure and velocity distribution 
inside the pump impeller using the ANSYS-CFX computational fluid dynamics 
simulation tool. 

Keywords: Centrifugal pump, CFD, pressure distribution, velocity distribution. 

1 Introduction 

Centrifugal pumps are widely used for hydraulic transportation of liquids over 
short to medium distance through pipelines mainly where the requirements of 
head and discharge are moderate. Few efforts were made to study the off-design 
performance of pumps. Computational fluid dynamics (CFD) has successfully 
contributed to the prediction of the flow through pumps and the enhancement of 
their design. Various researchers have considerably contributed to reveal the flow 
mechanisms inside centrifugal pump impellers with spiral volute aiming to design 
high performance centrifugal turbomachines. On the other hand, it was found that 
few researchers had compared flow and pressure fields among different types of 
pumps. Therefore, there is still a lot of work to be done in these fields. 

Computational analysis of a centrifugal pump presented by Bcharoudis et al., 
2008 reveals the flow mechanisms through centrifugal impellers and performance 
by varying outlet blade angle.  
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Nursen.et.al 2003 have developed a computer program for selection of 
centrifugal pumps by assuming that the head developed, the input power and 
NPSH of the pump could be represented in the form of polynomial of the flow 
rate. (Liu et al.1994) have made the measurement on centrifugal pumps and 
reported that impeller flow separation was observed on blade surface at off-design 
flow rate as compared to smooth flow within the impeller passage at design point. 
(Zhou, W. et al, 2003) have used a CFD code to study three-dimensional turbulent 
flow through water-pump impellers during design and off-design conditions.  

(Baun, D. O. et al 2003) have observed the comparison between the 
characteristics of the lateral impeller forces and the hydraulic performances of four 
and five vane impeller operating in the spiral volute, concentric volute and double 
volute. 

In this study, a numerical model was used to calculate steady hydrodynamics in 
centrifugal impeller. A structured grid was used in the impeller. To evaluate the 
effect of turbulence model on the flow field, the k ε− turbulence model was tested. 
The numerical simulation has permitted study the distribution of the pressure and 
the velocity inside centrifugal impeller. 

2 Mathematical Formulations 

2.1 Governing Equations 

The steady, conservative forms of Navier-Stokes equations in three-dimensional 
forms for an incompressible flow in the pumps can be described with the 
conservations laws of movement and mass of a constant viscosity fluid as follows: 

Continuity: 

.( ) 0U
t

ρ ρ∂ + ∇ =
∂

           (1) 

Momentum: 

.( ) .( ( ( ) ))T
eff M

U
U U P U U S

t

ρ ρ δ μ∂ + ∇ ⊗ = ∇ − + ∇ + ∇ +
∂

     (2)  

where vector notation has been used, ⊗  is a vector cross product; U is the 

velocity; ρ is the fluid’s density, effμ  is the fluid effective viscosity, P is the 

pressure; δ is the identity matrix and MS  is the additional sources of momentum. 
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For flows in a rotating frame of reference that are rotating at the constant rotation 

speed Ω , the effects of the Coriolis are modeled in the code. 

2 ( )MS U rρ ⎡ ⎤= − Ω ⊗ + Ω ⊗ Ω ⊗⎣ ⎦    (3) 

where r is the locator vector andU is the velocity 

2.2 Turbulence Model 

The simplest and most widely used two-equations turbulence model is the 
standard k-  model that  model that solves two separate transport equations to allow the 
turbulent kinetic energy and its dissipation rate to be independently determined. 
The transport equations for k and  in the standard k in the standard k-  model are: model are: 

.( ) .( )k k

k
Uk k p

t ε
ρ ρ ρ∂ + ∇ − ∇ Γ ∇ = −
∂

    (4) 

1 2.( ) .( ) ( )kU C p C
t kε ε ε ε

ρε ερ ε ε ρ∂ + ∇ − ∇ Γ ∇ = −
∂

  (5) 

where the diffusion coefficients are given by 

t
K

k

μμ
σ

Γ = +  and t
ε

ε

μμ
σ

Γ = +  

where turbulent viscosity 

2

t

k
Cμμ ρ

ε
=   

and 1 1.44Cε = ; 2C 1.92ε = ; 0.09Cμ =  ; 1.0kσ = ; and 1.3εσ = are constants. The 

kp   in Equations (4) and (5) is the turbulent kinetic energy production term, 

which is for incompressible flow. 

2
.( ) . ( . )

3
T

k t tp U U U U U kμ μ ρ= ∇ ∇ + ∇ − ∇ ∇ +               (6) 

Equations (1), (2), (4), and (5) form a closed set of nonlinear partial differential 
equations governing the fluid motion. 
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3 Numerical Simulation and Performance Prediction 

3.1 Simulation Parameters and Boundary Conditions 

With the three-dimensional model, there is a useful approach for investigation of 
flow behavior in impeller. Figure.1 shows the structured grid generation. There are 
224160 cells in the impeller. The simulation is steady and moving reference frame 
is applied. The original impeller has a specific speed of 32 .The main parameters 
of the impeller presented in Table 1.  

The specifications of the centrifugal pump selected for this analysis are 
indicated below. 

Table 1 Specification of the impeller 

Parameters Value Description 

Ri 115 mm Inlet flange radius 

R1 75 mm Mean impeller inlet 
radius 

B1 85.9 mm Inlet impeller width 

1β   70° Inlet blade angle 

1θ  37° Blade LE inclination 
angle 

R2   204.2 mm Mean impeller outlet
radius 

B2 42 mm  Outlet impeller width 

1β  63° Outlet blade angle 

2θ  90° Blade TE inclination 
angle 

Na 5 Blade number 

e 8 mm Blade thickness 

 

 
  
   

Fig. 1 Computational domain of pump impeller 

Inlet
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At the inlet of the computational domain, an imposed pressure is specified 
(Table 2 and Figure 1). At the outlet, a mass flow Q is imposed following the 
operating condition (Table 3). A no-slip flow condition is applied on the walls (on 
the blade, hub and shroud).  

Table 2 Boundary conditions of impeller in the pump NS32 

Flow simulation domain Impeller 

Grid Impeller structured 

Fluid Water at standard 
condition 

Outlet  Total pressure=1atm

Turbulence model k ε−   

Convection scheme  Second order 

RMS (Rout Mean 
Square) 

4-Oct 

Table 3 Value of different mass flow Q/Qv 

Value 0.5 0.8 1 1.2 

3.2 Numerical Investigation 

The transport equations associated with the given boundaries conditions 
describing the internal flow in centrifugal pump are solved by the CFX code. This 
code is based on the finite-volume method to discretize the transport equations.  

In CFX, the pressure and velocity coupling is solved using the Rhie-Chow 
algorithm. Second order high-resolution scheme have been adopted for convection 
terms. 

4 Results 

4.1 Meridian Velocity for Different Mass Flow 

Figure 2 shown the meridional velocity profile uniform output impeller promotes 
the functioning of the downstream of the impeller. 

In the study of a pump, an analysis of its behavior, nominal outside is very 
important; especially in partial flow. Figure 2 shows the distribution of meridional 
velocity at 50%, 80%, 100% and 120 % of rated flow. We note the appearance of 
a small perturbation to the leading edge at the front flange, reflecting a less stable 
velocity distribution for the machine.  
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The perfect fluid flows are not able to make realistic forecasts in this area. 
Nevertheless, the main structures of the flow as the high accelerations at the origin 
of the recirculation are highlighted in all flow of operation of the pump. 

 

  Q/Qv=0.5   Q/Qv=0.8 

 
 

Q/Qv=1   Q/Qv=1.2 

Fig. 2 Meridian velocity Cm for different mass flow 

4.2 Blade Loading at Pressure and Suction Side 

The blade loading of pressure and suction side are drawn at three different 
locations on the blade at the span of 20%, 50% and 80% from hub towards the 
shroud. Figure 3 gives the pressure loading on the impeller blade and plot along 
the streamwise direction. It is observed that the pressure evolution inside the 
impeller blades is asymmetry distributed. The minimum pressure area appears at 
the back of the pump impeller blade suction side, at the inlet. 
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Fig. 3 Blade loading at 20, 50 and 80 span nominal mass flow (Q/Qv=1) 

4.3 Distribution of Pressure for Different Mass Flow in the 
Impeller 

Figure 4 shown the distribution of total pressure of the impeller for different mass 
flow (Q/Qv=0.5; Q/Qv=0.8; Q/Qv=1 and Q/Qv=1.2). The lower pressure appears 
at the inlet of the impeller suction side. This is the position where cavitation often 
appears in the centrifugal pump. This figure gives that the total pressure is 
inversely proportional to the mass flow rate .The lowest total pressure occurs at 
the outlet of impeller, where the mass flow rate reaches its maximum. It is 
observed that the static pressure inside the impeller blades is asymmetry 
distributed. The minimum contour pressure area appears at the back of the 
impeller blade suction side at the inlet. 
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Q/Qv=0.5   Q/Qv=0.8 

 

Q/Qv=1    Q/Qv=1.2 

Fig. 4 Distribution of pressure for different mass flow 

5 Conclusion 

A numerical model of an impeller has been generated and the complex internal 
flow fields are investigated by using the Ansys-CFX computational code. A 
turbulence model k ε−  was chosen to simulate the internal flow of a centrifugal pump 

impeller. The centrifugal pump including impeller side gaps has modeled and meshed with 
a structured grid .The internal flow is not quite smooth in the suction and pressure 
side of the blade due to non-tangential inflow conditions which results in the flow 
separation at the leading edge. However, the Pressure and velocity distribution 
inside the impeller of the centrifugal pump have been directly influenced due to 
change of flow rate. Similar computational simulation models can also be used for 
analyzing the pressure and velocity of the turbines, compressor and fan. 
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Abstract. Against the background of an increasing energy demand and growing 
environmental problems due to the use of fossil fuels reserves, the renewable 
energy resources offer interesting opportunities especially the solar thermal energy 
used for powering industrial applications and power generation. In the present 
work, we are interested to the simulation of outlet temperature of the Heat 
Transfer Fluid (HTF) in a parabolic trough solar collector. The study of the solar 
collector involves two essential sections: the first section is related to modeling the  
Direct Normal Irradiation (DNI) corresponding to the latitude of considered place. 
The second section is dedicated to studying the heat transfer in the absorber tube 
and the glass envelope for determining the output temperature of HTF. A 
mathematical model is developed to determine the outlet temperature of HTF. The 
results show clearly that the outputs temperatures are very depending to the 
incident solar radiation and surrounding environmental conditions. They are 
compared with measured data of the collector outlet temperature at SEGS VI 
power plant. 

Keywords: Solar thermal energy, Parabolic trough collector, Direct Normal 
Radiation, Heat transfer Fluid, Outlet Temperature of HTF. 

1 Introduction 

Concentrated Solar Power (CSP) generation is a promising technology. It plays an 
important role in fossil fuel saving and CO2 emission mitigation. 

Electricity production requires high temperatures of 400 ° C to 1200 ° C. These 
temperatures can be provided by concentration of the solar radiation with the aid 
of various types of collector systems which can achieve temperatures of 1000 °C 
(Heide, 2010). 

Solar Concentration Systems have been widely developed and they are 
considered to be an effective tool for conversion of solar energy. They are used in 
many regions of the world (Hang et al. 2008). The first power plant with Parabolic 
Trough Collector (PTC) technology was built since 1984 in the United States 
(California Majove desert: SEGS VI) (Franchin et al, 2013).These systems can 
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provide about 7% of the total electricity production capacity of the world required 
in 2030 and 25% in 2050 (Izquierdo et al. 2010, Ziuku et al 2014).  

The technology of parabolic trough solar thermal power plant is considered as 
one of the most successful, attractive and proven solar technologies which are 
used to produce electricity from thermal solar energy. Currently, several power 
plants under construction and many others under operation. At the end of 2010, 
approximately 1220 MW of installed capacity of CSP uses parabolic trough 
technology (IRENA, 2012).  

Given its design and operating conditions to assess the power and to evaluate 
the outlet temperature of HTF, the study of a parabolic trough collector requires a 
detailed analysis of the energy conversion process of solar thermal energy. The 
process of energy conversion by PTC consists of two main sections: 

- Optical capture system and concentration of direct solar radiation on a focal 
line (Solar collector field). 

- Conversion system of concentrated solar radiation into heat or electricity 
(power bloc). 

2 Parabolic Trough Solar Power Plant Technology 

Parabolic trough collector (PTC) is a long parallel row that consists of curved 
glass mirrors (reflector), an absorber tube and a metal structure. The reflector is 
used to focus and to concentrate direct solar radiation into an absorber tube 
(receiver) located along the focal line of collector. The metal structure (support) 
ensures the attachment system as shown in Fig.1.The receiver consists of a special 
tube through that can heat a flowing fluid up about 400°C. The absorber tube role 
is to absorb the maximum of solar energy sent by the collector to heat the fluid. 
The collector must be equipped with a solar tracking system to address climate 
change that affects the solar radiation. The reflector must be continuously placed 
in front of the sun. Then, PTC converts solar energy into heat that can run a 
standard steam turbine generator. 

The heat transfer between the different elements of the heat collection element 
(HCE) is shown in fig.2. The solar energy, reflected by the mirrors, passes through 
the glass envelope and it will full on the absorber tube. The absorber tube mounted 
in a glass envelope to minimize energy losses to the outside by using the effect of 
greenhouse. The envelope has high transparent to incoming solar radiation and 
high opaque to outgoing thermal radiation emitted from wall of the tube. The good 
reflector can reach a reflection coefficient up to 97% of the incident radiation. The 
absorber tube is coated with an optically selective coating that allows absorbing 
much of the solar energy while emitting only a small amount of thermal radiation. 
The receiver tube is surrounded by a glass envelope to reduce heat losses from the 
receiver tube. The annulus between absorber tube and the glass envelope is 
evacuated to eliminate convective heat transfer between the tube and the envelope.  



www.manaraa.com

Thermal Study of a Parabolic Trough Collector 813 

 

 

Fig. 1 Parts of a parabolic trough collector assembly 

The heat transfer analysis in the PTC system is very important. It assesses the 
impact of the deterioration of the collector, and HTF flow control strategies on the 
PTC (Quoilin et al, 2011). Many models have been proposed since the 1970s. 
Forristall (2003) developed a heat transfer model with one and two dimensional 
detail of the solar receiver. This model was used to determine the thermal 
performance of parabolic trough with different operating conditions. Stuetzle et al 
(2002) proposed a heat transfer analysis of the heat collector element of parabolic 
trough solar receiver for calculating the outlet of the temperature of the solar field. 
The results obtained with the model showed good agreement with measured outlet 
temperatures. Clark (1982) conducted an analysis of the effects of design 
parameters and factors influencing the thermal and economic performance of 
parabolic trough receivers. Padilla (2011) presented a detailed analysis of a heat 
transfer model of a parabolic trough collector. Radiating a complete analysis was 
implemented in this study for the heat losses in the absorber and the glass 
envelope. To validate the proposed numerical model, he compared with 
experimental data obtained from SNL (Sandia National Laboratories), and Dudley 
et al (1994). 

2.1 Modeling of the Heat Collection Element 

The heat transfer model is based on an energy balance between the heat transfer 
fluid (HTF), and the different components of the heat collection element (fig.3). 
The absorber receives solar energy reflected by the mirrors through the glass. The 
absorbed solar energy is not fully transmitted to the heat transfer fluid. There are 
heat losses at the absorber and the glass. 

 In fact, the direct normal irradiation sunlight DNI fall on the collector by an 
incident angle θ. Then the absorbed solar energy will be directed to the absorber 
tube named .The heat transfer between the glass and the envelope is a 
medium of heat exchange by convection and radiation  , then the heat 
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transfer between the glass and the absorber tube is a heat exchange by convection 
and radiation  (the glass envelope is always colder than the absorber tube  

> ). Finally, the heat transfer between the absorber tube and the HTF is 
exchanged by convection . 

 

Fig. 2 A cross section of the heat collection element 

The exchange in the HCE is studied with the following assumptions:  
 

• The collector follows perfectly the sun. 
• The flow of fluid in the receiver tube is one-dimensional. 
• Uniform distribution of the temperature of coolant of the absorber tube 

and the glass envelope. 
• The exchange by conduction in the absorber and the glass is negligible. 

 
 

 

Fig. 3 Schema of the heat transfer 
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2.2 Partial Differential Equation for Temperatures 

A detailed physical model for the collector is presented in figure 3. The energy 
balance for the HCE results in potential differential equations temperatures of the 
HTF, the absorber and the glass envelope. Heat transfer between the absorber and 
the HTF, between the absorber and the glass envelope, and between the envelope 
and the environment is established. The absorbed solar energy from the direct 
normal solar radiation is estimated.  

The energy balance between the HTF and the absorber tube results in a partial 
differential for the HTF temperature (stuetzle, 2002): 

,

( , ) ( , )
    ( , )

t
HTFHTF HTF

HTF HTF ABS i HTF HTF gained
collecteurs

T z t T z tV
c A c q z t

n z
ρ ρ

•
∂ ∂= − +

∂ ∂
  (1) 

, ,  as the specific heat of HTF, the HTF density and temperature. ;   is the cross-sectional area of the inside tube of the absorber, VHTF is the 
HTF volume flow rate that depends on the time since the fluid is considered to be 
incompressible and  is the numbers of collectors. The time is t and the 
distance along the collector is z. 

To solve the equation (1) we need an initial condition (2) and a boundary 
condition (3).  

,int( ,0) ( )HTF HTFT z T z=                                (2) 

,in(0, ) ( )HTF HTF letT t T t=                               (3)                            

,  as the inlet temperature of the HTF of the collector field.  
The temperature of the absorber tube is given by (Stuetzle, 2002): 

int

( , )
  ( ) ( , ) ( , )

t
ABS

ABS ABS ABS absorbed ernal gained

T z t
c A q t q z t q z tρ ∂ = − −

∂
   (4) 

, ,  as the specific heat of absorber tube, the density and temperature.  is the cross-sectional area  of the absorber. The initial condition for Eq. (4) 
is:      

,int( ,0) ( )ABS ABST z T z=                              (5) 

The heat balance between the envelope glass and the environment leads to the 
differential equation for the temperature of the glass envelope is given through 
(Stuetzle, 2002): 

int

( , )
 ( , ) ( , )

t
ENV

ENV ENV ENV ernal external

T z t
c A q z t q z tρ ∂ = −

∂
        (6) 

, ,  as the specific heat of the glass envelope, the density and 
temperature.   is the cross-sectional area of the glass envelope. 

The initial condition for solving the equation (6) is: 
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,int( ,0) ( )ENV ENVT z T z=                          (7) 

The structure of the absorbed solar heat input model by the collector is explained 
and summarized by several researchers (Clark, 1982, Edenburn 1976 and 
Manzolini et al. 2011, Padilla 2011). The energy absorbed in the solar receiver is 
affected by the optical properties and imperfections of the solar collector system 
(Padilla, 2011).The solar radiation absorbed by the receiver tube [W/  ] is given 
by (Esmail et al, 2014): 

=   ANI                             (8)  

Where  is the optical efficiency and ANI [W/ ] is the aperture normal 
irradiance that can be calculated by (Esmail et al, 2014):  

ANI=DNI cos(θ)                                (9) 

DNI [W/ ]   is the direct normal radiation and θ is the angle of incidence in 
degree.  

The solar normal radiation is the solar energy that would be gained from the 
solar beam radiation without any optical losses. Due to the optical losses, ANI is 
not totally absorbed by the tube. The optical efficiency of the mirrors, the glass 
envelope and the receiver that depends on the materials, coating, and alignment 
accounts for losses at these surfaces. It was calculated in (Padilla, 2011). The 
nominal design point of the collector optical efficiency characterizes the 
collector’s ability to focus incoming direct normal radiation on the receiver tube. 

2.3 Direct Solar Normal Radiation 

The solar radiation absorbed by the receiver is a fraction of the direct normal 
insolation because CSP systems focus and concentrate only the direct normal 
irradiance (DNI).  Extraterrestrial solar radiation is divided into several parts: one 
part is absorbed by the air and water vapor, the other part is reflected back into 
space and the remaining part is scattered. The direct beam reaches the surface of 
the earth and the scattered radiation reaches the surface from the sky (Padilla, 
2011).    

There are many empirircal and physical models that can be found in literature 
(Kasten 1980, Iqbal 1983, Geymard 1989, Rigollier 2000, Janjai 2011). The direct 
normal solar radiation in this work is estimated by the Solis model to clear sky 
(Ineichen, 2008). The Solis model (Mueller et all, 2004) was established within 
the frame of the European project Heliostat-3. It is a spectrally resolved physical 
model that needs as main input parameters atmospheric water vapor column (w) 
and aerosol optical depth (AOD). These two parameters are the constituents of the 
atmosphere that have the greatest influence on solar radiation. They can be 
retrieved from the site of Nasa Earth Observations (http://neo.sci.gsfc.nasa.gov/).     
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3 Simulation Results 

To implement all collected equations and to simulate the desired results, we have 
developed an algorithm using the mathematical computing software Matlab. 
Direct solar radiation is modeled with the Solis model estimation of clear sky as 
shown in fig.4.  

 

Fig. 4 Modeling of the DNI with the Solis model 

In the present work, direct normal radiation is calculated under southern desert 
of California weather condition on June, 20 (Fig.5). In order to validate the model, 
the calculated results of DNI are compared with the results of Nrel Solar Radiation 
Research Laboratory (BMS, http://www.nrel.gov/) and with the measured results 
by using a Normal Incidence Pyrheliometer (NIP) (Stuetsle 2002). The direct 
normal radiation is variable between sunrise and sunset.  

The solar collector field is modeled with Matlab code to solve nonlinear first 
order partial differential equations (PDE), (1),(4) and (6) listed in section 2.2 
above. An information flow diagram for the solar field model is shown in Fig.5.  

 

Fig. 5 Calculated DNI on June, 20 and measured Collector Outlet Temperature vs. Time on 
June 20, 1998 



www.manaraa.com

818 A. Messadi and Y. Timoumi 

 

 

Fig. 6 Power Plant Model with inputs and outputs 

The model allows to predict the outlet temperature of the HTF by introducing 
geographic coordinates, climate data (wind speed, ambient temperature, DNI), 
characteristics of parabolic trough collector (table1), volume flow rate, and the 
inlet temperature of the collector field.  

The heat collector element is divided into several segments, and the energy 
balance was carried out for each control volume. The partial differential equations 
are discretized using the method of finite difference. The simulation process is 
carried out every hour from sunrise to sunset and for specific days during the year:  
September 19, December 16, for a parabolic trough concentrator whose 
geometrical characteristics are shown in Table 1. 

The results of the evolution of the outlet HTF temperature obtained by the 
presently developed code with the synthetic oil (Syltherm 800) as a heat transfer 
fluid show that this temperature depends on the incident solar radiation and the 
surrounding weather conditions. 

They have been firstly validated against results from the literature and against 
those obtained by SEGS VI power plant under Mojave desert, California (Stuetsle 
2002). The overall match between measured and calculated results is good. It 
confirms that the model is validated as a model for the real SEGS VI power plant 
and the assumption made at the beginning of this work can be considered. 

Table 1 Geometrical data of collectors of SEGS VI 

Parameters Value 

Length of a tidy collectors L=753.6m 

Collector width a=4.823 

Number of tubes =50 

Inner diameter of the absorber tube , =0.066m 

Outer diameter of the absorber tube , =0.07m 

Inner diameter of the glass envelope , =0.112m 

Outer diameter of the glass envelope , =0.115m 

Distance between two rows of collectors Lsp=13m 
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Fig. 7 Calculated outlet temperature of HTF on September, 16 and measured Collector 
Outlet Temperature vs. Time on September 19, 1998 

 

 

Fig. 8 Calculated outlet temperature of HTF on December, 16 and measured Collector 
Outlet Temperature vs. Time on December 19, 1998 
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4 Conclusion 

This work proposes a digital simulation of the HTF heating of the absorber tube 
temperature with a parabolic trough solar collector. 

From the heat exchanges in the heat collection element, a mathematical model 
is established to control the outlet temperature of the HTF. The obtained results 
show that this temperature depends on incident solar radiation and the surrounding 
weather conditions. The difference in temperature from the inlet of collector to the 
outlet for the days of the tests considered is important. In the other hand, the 
overall match between the measured outlet temperature of HTF and the calculated 
outlet temperature is good and confirms that the model presented in this work is 
validated as a model for the real SEGS VI trough collector field. 
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   Nomenclature                     Subscripts and superscripts 
 
A 
AOD 
ANI 
C 
DNI 
D 
q 
T 
t 

 
W 
z 
θ 
η 
ρ 
 

 
Area,  
Aerosol optical depth 
Aperture normal irradiance, w/  
Specific heat, J/(Kg K) 
Direct normal radiation w/  
DIAMETER, m 
Heat transfer per length w/m 
Temperature, °C 
Time 
Volume flow rate /s 
Atmospheric water vapor column 
Distance along the collector 
Angle of incidence in degree 
Efficiency 
Density, Kg/  
 

  
ABS 
ENV 
HTF 
I 
Int 
opt 

 
Absorber tube 
Glass envelope 
Heat transfer fluid 
Inside 
Initial 
optical 
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Abstract. In this study, heat transfer enhancement in porous medium was 
inspected. For this aims the lattice Boltzmann method was adopted to simulate 
mixed convection in porous domain.  The Brinkman Forchheimer model was 
implemented to simulate porous channel including obstacles maintained at 
constant temperature. The velocity and the temperature are plotted at various 
parameters.  The simulation was carried out for different porosity, Darcy and 
Reynolds. The Results show that by decreasing porosity, the heat transfer 
enhances. Also the result points that the obstacle position has effect on heat 
transfer. 

Keywords: incompressible flow, lattice Boltzmann method, heat transfe, obstacle, 
porous media.  

1 Introduction  

During the past several decades, convective heat transfer in porous media has 
attracted many scientific researchers because of its various applications. The porous 
medium are usually used for improving heat transfer in industry such as nuclear 
Reactors cooling, heat pipes, packed bed reactors,  fuel  cells and heat exchangers. 
Huang and Vafai [1] simulated forced convection in a channel containing blocks 
arranged on the bottom wall. Kaviany [2] studied fluid flow and heat transfer in 
porous media with two isothermal parallel plates. Based on forced convection in a 
porous channel containing discrete heated blocks Rizk and Kleinstreuer [3] showed 
that an increase in heat transfer can be obtained by using porous channel. The 
lattice Boltzmann method (LBM) is an efficient and powerful numerical tool 
founded on kinetic theory for simulation of fluid flows and modeling the physics 
proprieties. The incompressible flows through porous media by using lattice 
Boltzmann method was studied by many researchers such as Seta and al. and Zhao 
and Guo [4]. In this study LBM is used to simulate flow behaviors and heat transfer 
in a channel with solid block located inside a porous media.   

                                                           
* Corresponding authors. 



www.manaraa.com

824 S. Chatti, C. Ghabi, and A. Mhimid 

 

2 Lattice Boltzmann Method for Incrompressible Flow  
in Porous Media 

The LBM is defined as one of the computational fluid dynamics (CFD) methods. 
Counter to the others a macroscopic Navier Stokes (NS) method; the Lattice 
Boltzmann Method (LBM) is based on a mesoscopic approach to simulate fluid 
flows [5] [6].  The general form of Lattice Boltzmann equation with external force 
can be written as [7]:  

( ) ( ) ( ) ( )x,t x, t
x tc , t+ dt x, t t F

eq

i
i iii

f f
f f

ν

δ δ
−

+ − = + ⋅
Γ              (1) 

Where tδ  denotes lattice time step, c i is the discrete lattice velocity in 

direction, iF is the external force in direction of lattice velocity c i , nG denotes 

the lattice relaxation time, eq
if is the equilibrium distribution function. The local 

equilibrium distribution function determines the type of problem that needs to be 
solved. Equation (1) can be interpreted as two successive processes collision and 
streaming steps. The collision expresses various fluid particle interactions such as 
collisions and calculates new distribution functions [8]. Many models are 
advanced for the simulation of the fluid flow in the porous medium. The 
Brinkman-Forchheimer approach has been used successfully in simulation porous 
media in large values of porosities, Darcy, Rayleigh and Reynolds numbers [9]. 
This model includes the viscous and inertial terms by the local volume averaging 
technique. The Brinkman-Forchheimer equation is written as: 

( ) ( ) 2u u 1
u u F .

t
e u

e r
æ ö¶ ç ÷+ ⋅ =-  +  +ç ÷ç ÷è ø¶ ep

                             

(2) 

e is the porosity, eu the effective viscosity, F is the total body force which 

contains the viscous diffusion, the inertia due to the porous medium, and an 
external force given by the Ergun’s relation. The forcing term model is written as 
[10] [11]: 

( )
2 4 2

9 u F : c c3c F1 3u F
F 1

2 c c cu

w r
e e

é ùæ ö ⋅ç ÷ ê ú= - + - ⋅ç ÷ç ÷ ê úç ÷Gè ø ë û

i ii
i i

                       (3) 

The equilibrium distribution functions are calculated by [12]:  

( )2 2

2 4 2

9 c u3 c u 3 u
1

c 2 c 2 c
ieq i

i if ω ρ
ε ε

⎡ ⎤
⎢ ⎥= + + − ⋅
⎢ ⎥⎣ ⎦                                  

(4) 
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For D2Q9 model, the discrete velocities  are given by: 

( ) ( )

( ) ( )

0 0.

cos 1 ;sin 1 1,4
2 2

2cos 5 ;sin 5 5,8
2 4 2 4

i

i

c

c c i i i

c c i i i

π π

π π π π

⎧
⎪ =⎪
⎪ ⎛ ⎞⎪ ⎛ ⎞ ⎛ ⎞= − − = ⋅⎨ ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎝ ⎠⎪
⎪ ⎛ ⎞ ⎛ ⎞⎪ = − + − + =⎜ ⎟ ⎜ ⎟⎪ ⎝ ⎠ ⎝ ⎠⎩                       (5) 

 

Fig. 1 The velocity distribution in the D2Q9 models 

The weights are expressed as follows: 

0

4 1 1
, 1,4, 5,8

9 9 36i ii iω ω ω= = = = =                         (6) 

The macroscopic quantities are accessed through the distribution functions. 
Indeed the density and the fluid velocity: 

( ) ( )
8

0

x, t x, t
i

i

fρ
=

= ⋅∑
                                                

(7)

 

( )
8

0

c (x, t) F t
u x, t

2
i i

i

f δ
ρ=

= + ⋅∑
                                

(8) 
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In LBM the fluid viscosity is determined using the following relation: 

2tc 1
3 2u
d

u
æ öç ÷= G - ⋅ç ÷ç ÷è ø                                                         

(9)

 

The temperature is carried out by a second distribution function denoted
( , , )g x c t . It is governed in  direction by the following equation: 

( ) ( ) ( ) ( )x,t x,t
x+c t,t t x,t

eq

i i
i ii

c

g g
g gδ δ

−
+ − = − ⋅

Γ
                            (10) 

The equilibrium distribution functions are given by the following expressions: 

( )

( )

2

0 2

2 2

2 4 2

2 2

2 4 2

2 u
3c

c uc u3 3 9 3u
1,4 .

9 2 2 c 2 c 2c

c uc u3 3 9 3u
5,8

9 2 2 c 2 c 2c

re

re

re

ìïïïï =-ïïïï é ùïï ê úï = + + - =í ê úï ê úï ë ûïïï é ùï ê úï = + + - =ï ê úï ê úï ë ûïî

eq

ieq i
i

ieq i
i

g

g i

g i

                       

(11) 

The fluid temperature is obtained from the distribution function by: 

( ) ( )
8

0

1
x, t c x, t

r =

= ⋅å i i
i

T g
                                              

(12)

 

The thermal diffusivity is: 

( )2c 0.5a s= G - ⋅s c                                                     (13) 

3 Problem Description 

In the present study we consider a fluid flow in porous channel of width . The 
walls are fixe. The upper plate is hot and the bottom one is cold. The 
computational domain contains hot solid blocks at different positions as shown in 
figure 2. 

In simulation we adopt that the laminar and incompressible flow is viscous 
Newtonian, and the buoyancy effects are assumed negligible. All physical 
properties of the fluid and solid are constant. 
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Fig. 2 Schematic of flow in the channel 

For this flow in porous media the fluid behavior can be described by the 
following equations: 

The continuity equation: 

u 0⋅ = ⋅                                                                 (14) 

The momentum equation: 

( ) ( ) 2u u 1
u G u u

t
eu

e e u
e r
æ ö¶ ç ÷+ ⋅ =-  + - +  ⋅ç ÷ç ÷è ø¶ ep

K                 

(15)

 

Energy equation: 

( ) 2u
t

s a
¶
+⋅ =  ⋅

¶
T

T T
                                         

(16)
 

From physical limits (the velocity in the inlet of the flow is defined) to 
numerical ones we occur to the distribution functions. The distribution functions 
out of the domain are known from the streaming process.  The unknown 
distribution functions are those toward the domain. The solid walls are assumed to 
be no slip, for this reason the bounce-back scheme is applied. For example in the 
north boundary the following conditions are used [13]. 

-= ⋅i if f
                                                     (17) 

4,7,8i=  

For the inlet the Zou and He boundary conditions are applied and an 
extrapolation in the outlet boundary is used [10] [11]. For the thermal boundary the 
Direchlet boundary are necessary. 

4 Resultats and Discussion 

In this simulation the Reynolds number changes from 150 to 50, the porosity is 
equal to 0.7 and the Darcy number set to be 0.1. 

 

0 0 

0  

Hot solid blocks 

 y
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Fig. 3 Temperature (left) and velocity (right) profile at different Reynolds number (respectively 
150, 80 and 50) 

    

 

Fig. 4 temperature (left) and velocity (right) profile at different porosity (respectively 0.99, 
0.5 and 0.3) 
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The figure shows that by increasing the Reynolds number the heat transfer in the 
channel raises. At high value of Reynolds the fluid velocity increases. 

Then the porosity change from 0.99 to 0.3, the Reynolds number is equals to 50 
and the Darcy one is 0.1. 

The figure shows that for low value of porosity the heat transfer and the velocity 
of the flow are more important. Indeed With increasing the porosity the fluid 
temperature reduces due to lower values of effective thermal conductivity in blocks 
which can causes the heat transfer decreases. An Increase in the porosity value, the 
velocity rises. With increasing the porosity, it easier for fluid to change its path.   

In this study the Darcy number changes from 10-3 to 1, porosity is 0.7 and the 
Reynolds number is taken 50. 

 

  

 

Fig. 5 temperature (left) and velocity (right) profile at different Darcy number (respectively 
10-3, 10-2 and 1) 

The heat transfer is more important at high value of Darcy number. 
Finally the porosity is equal to 0.7, the Reynolds number is 50 and the Darcy 

one is 0.1. The thermal conductivity ratio Rk changes from 29 to 69. 
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Fig. 6 temperature (left) and velocity (right) profile at different thermal conductivity ratio 
(respectively 29, 59 and 69) 

The heat transfer and the fluid velocity increase by decreasing the thermal 
conductivity ratio. 

5 Conclusion 

The heat transfer phenomena is abundant in many scientifique and engeeniring 
field. In this study a numerical simulation was carried out for Fluid  flow and heat 
transfer in a porous channel containing hot solid blocks. This paper interested on 
the effect of parameters  such as Reynolds number, thermal conductivity ratio and 
porosity on the flow field and thermal behavior is simulated by using thermal 
lattice Boltzmann method. Indeed the Brinkman-Forchheimer approach was 
adopted for simulation. The temperature of fluid reduces by increasing the 
porosity due to lower values of thermal conductivity. So that the heat transfer 
decreases with blocks. Increasing the thermal conductivity ratio the fluid 
temperature will be reduced. The results indicate that increasing the Reynolds and 
the Darcy number raises the heat transfer. The lattice Boltzmann method is a 
powerful tool for simulation of fluid flow and heat transfer in porous media and 
many phenomena. 
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Nomenclature 

c  Lattice spacing                                 U  Fluid velocity                              

ci  Discrete velocity for D2Q9 model Greek letters 

Da  Darcy number a  Thermal diffusivity 

f  Density distribution function 
cG  Thermal time  

relaxation 
eqf  Density equilibrium distribution 

function  nG  Dynamic time  
relaxation 

 

F  Total body force  tδ  Time step  

Fe  Geometric factor e Porosity                                         

g  Thermal distribution function          u  Viscosity                                     
eqg  Thermal equilibrium distribution 

function                                            
ue  Effective viscosity                      

H  Channel width r  Density                                        

i  Lattice index in the  direction W  Collision operator 

j  Lattice index in the  direction 
iw  The weights coefficient 

  in the direction                        

K  Permeability Subscripts 

k  Thermal conductivity e effective 
p  Pression f   Fluid 

Ra  Rayleigh number                              i   Discrete velocity direction 

Re  Reynolds number Superscript 

T  Fluid temperature eq equilibrium 

cT  Cold temperature   

hT  Hot temperature                        
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